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HP3000 DATA RECOVERY

David R. Beasley
Systems Engineer
Hewlett-Packard Compary

Everyone who manages a computer installation realizes that neo
matter how well you schedule system backups, there will
inevitably come a time in which the backup tapes have parity
errors, or the disc has a head crash or drive fault, or the
system crashes prior to the daily backup, or someone simply
halts the machine on the way up from a COOLSTART! Each of
these cases present scome unique problems to overcome, but one
common problem is that valuable data may be lost. Or is it?
Has the data been physically destroyed, or has MPE become
logically inoperable due to the corruption of some key data
structure such as the system directory? Most data can be
"physically" recovered given enough time, the know how, the
proper tools for the situation, the equipment, and the pa-
tience. There are certain questions to be asked in all
situations involving "lost"™ data. Can the data be re-entered
from scratch? How long will it take? Can the data be phys-
ically removed from the storage media? Can you afford to
lose the Data? Is the amount of time required to recover the
data more valuable tharn the data itself? Once you have
decided that an attempt must be made to retrieve the data,
you must understand how the data is organized and what tzols
are available to help you in savirng all or part of the data.

There are many different ways to organize data, such as IMAGE
files, KSAM files, or simply a standard MPE file. 1Ir many
cases, this is a critical factor in deciding how much effcrt
should be spent in an attempt to get the data back. Because
of the sometimes complex interrelationships between the data,
it is not always "good enough™ to retrieve some, but not all
of the data. For example, saving a KSAM key file, but fail-
ing to save the corresponding data file may not gain any-
thing. Another example is when you fail to restore one of
IMAGE's dataset files. At first, you might think that all
you need to do is get that one file from a previous backup
tape set, but that could leave you with a logically corrupt
data base., In such situations, it may be necessary to accept
the loss of one file, or to even "bite the bullet™, RELOAD
MPE, and re-enter the data, It is for this reason that
transaction logging and saving daily transactions in hard
copy format are sometimes recommended. Let me add a word of
caution to those users who do partial Sysdumps on adaily
basis. If you have IMAGE data bases, all of the files may
not be STORE'd to the tape because some of the datasets may
not have been accessed. This is ok unless you run into
trouble later on down the line trying to re-construct your
data base due to lost data. If you are extremely careful,




and if you make sure that you restore the files in the cor-
rect order, you will not have a problem, but why give your-
self a chance to make an unnecssary mistake. It is recom-
mended you do a DBSTORE of your databases to keep all of the
datasets together. Some pecple may argue that this takes more
time. This is true, but how much time do you have to recover
you database if a failure occurs? Each application is dif-
ferent, so thinking of these issues, and planning for di-
saster recovery will help you aveid losing critical

data.

Although data can be logically organized in a variety of
ways, it is simply a "bunch of bits"™ to the computer hard-
ware. This fact is not new to anyone who understand com-
puters, but is it vitally important to remember when you need
to recover "lost" data! The mass storage devices such as the
disc drives and tape drives do nothing more than physically
record the data that the software tells it to. These periph-
erals aren't responsible for understanding the logical orga-
nization of the data. Suppose that MPE can't find a par-
ticular file because the area of disc occupied by the system
directory is unreadable due to a bad track. The file is
still on the disc, it is simply unaccessible in the logical
way MPE expects to locate it., There are utilities for such a
case to assist you in retrieving that file. (You may need to
write your own sometime). It is almost always possible to
retrieve the physical record of data from the peripheral and
its media, unless of course the media has been mutilated and
destroyed. However, if the peripheral was broken at the time
ir which the data was written to it, the data may be garbage
when it is read back. 1In this situation, you need to eval-
uate whether or not the data can be "repaired" once physical-
ly retrieved or is re-entering the data the best approach.

Assuming that you have made the decision to attempt to re-
trieve the data from the physical media as opposed to return-
ing to a previous known good copy of the data and re-entering
your work, there are several useful utilities available to
you. Some of these are supported by Hewlett-Packard and
others are not. The syntax of the utilities will not be
focused on since these are documented in the Hewlett-Packard
System Utilities Manual (30000-90044) or in other places such
as the User Contributed Library. For most of these util-
ities, an understanding of the HP3000, equivalent to that
which is taught in the System Manager's class offered by
Hewlett-Packard is sufficiert to allow the user to use these
utilities with confidence. During the discussion of the
utilities and the situations in which they can be used, an
understanding of the disc organization and some key disc
resident data structures must be understoocd. You may refer
to the MPE System Tables Manual (32002-90003) for a descrip-
tion of these table layouts. (Appendix A provides table
layouts for some of these disc resident tables).




What can be saved? Disc files and files from bad SYSDUMP/
STORE tapes are the most common types of files necessary to
recover. Let's discuss disc files first. Disc files are
located by MPE by finding a pointer to the LDEV and sector
address of the file label. (Note that the LDEV pointer is
really a volume table index). Each file has a file label
which contains a description of the characteristics of the
file such as the record size, the block size, the EOF point-
er, etc.,, and it also containrs an extent map which points to
the LDEV and sector address of the other extents which make
up the entire file. Note that all extents do not necessarily
reside on one particular disc. If the system crashes and
catches you without a good set of backup tapes and if MPE is
logically inoperable due to data structure corruption, a
utility called SADUTIL can be very useful. SADUTIL stands
for Stand Alorne Disc Utility. It is supported by HP, ard is
documented in the System Utilities Manual. SADUTIL does not
run under the control of MPE. It is cold loaded similarly to
the way MPE is loaded as a stand alone utility. SADUTIL will
allow you to save files to tape which otherwise would be lost
if a RELOAD of MPE was necessary. SADUTIL expects some data
structures on disc to be intact, however. Each mounted
system volume must have a good volume label, (sector 0). If
the system directory is intact and the correct address of the
directory is valid in the Cold Load Information Table, (sect-
or 28), ard if the Volume Table is good, you will be able to
save files with the 8.,0.68, @,8,acct, or 8,group.acct optionr,
If the above data structures are invalid, you may attempt to
re-build them with the EDIT functions ir SADUTIL. Another
option would be to use the FIND command which scans the
entire disc looking for file labels. There is no guarantee
that the data will be valid, however, After successfully
saving the files to tape, a RELOAD of MPE will be necessary
along with ary other appropriate action required to correct
the original problem. Once MPE is running again, a program
called RECOVER2, which is also supported by HP, car be run to
retrieve the files from the SADUTIL tapes and re-create them
in the system directory. Note that the data in the files is
not guaranteed to be valid and garbage free!

While we are or the subject of SADUTIL, let's consider a case
where someone halts the system durirg a system start up, such
as a COOLSTART or COLDSTART. INITIAL is the program which,
when bootstrapped into memory, executes to build MPE and
MPE’s tables and data structures., There are several disc
resident data structures which INITIAL depends on (unless
doing a RELOAD) such as the Cold Load Information Table.
INITIAL locates other critical data structures on disc from
this table. Some examples of the disc residert tables re-
quired are the system directory, the Volume Table, and a’
file named CONFDATA which contains configuration information.
The format of these tables are in the System Tables manual.




In order to protect the integrity of the operating system,
there is also something known as a Cold Load ID. This Cold
Load ID is incremented by INITIAL on each start up in order
to ensure that all volumes belonging to the system are mount-
ed together as a set. This Cold Load ID is kept in each
system volume label, (sector 0), in the Cold Load Information
Table, (sector %34), and in the Volume Table. This Cold Load
ID is also kept in each file label. When FOPEN cpens a file,
the Cold Load ID in the file label is compared with the
Woeurrent™ Cold Load ID so that the file system will know if
certain kinds of information are current, such as; is the
file currently open and shared?; is the FCB vector valid?; are
the STORE bits valid?; etc. In this way, FOPEN knows if the
file was open durinrg a system crash. If you halt INITIAL
during a start up, the Cold Load ID's may get cut of synch
and INITIAL will not allow you to subsequenty start the
system, but instead will give you the infamous message of
"MOUNT CORRECT VOLUMES OR RELOAD". With SADUTIL you can EDIT
the discs in the correct locations to get the Cold Load ID's
back ir synch. The precise locations are in word 7 of each
system volume label (sector 0), word %12 of the Cold Load
Information Table (sector %34), and in words 1 and 3 of the
Volume Table which is pointed to by words %124, %125 of
sector %34, By modifying these words, you may save valuable
data by allowing MPE to be restarted and a STORE to take
place. It should be noted that anytime you have to "re-
build" any table for MPE, it should only be done with the
intent to save the data., Since you car never be certain as
to what else is not correct, a RELOAD should always follow
this procedure to ensure operating system integrity.

DISKED2 is another supported utility which can be used to
read or modify any area c¢f the disc under the controel of MPE.
However, DISKED2 is not under the control of the file system
so you must use this utility with great caution., FLUTIL3 is
an unsupported utility which will allow you to modify certain
words of a file label if it becomes corrupt for any reason.

Let's turn our attention to bad SYSDUMP/STORE tapes. It is
not uncoemmonr for tapes to have several parity errors or to
develop "bad spots" over time. GETFILE2 is a very useful,
although unsupported utility to help you read past bad spots
on a tape and recover files that MPE's RESTORE will not allow
you to get. Another scenario for which GETFILE2 is very
handy is as follows. Suppose someone does an FCOPY of a
small file onto ore of your STORE tapes by mistake. Well,
obviously, the data which was overwritter is lost, but the
data beyond the new logical end of tape is still there even
though RESTORE does not recognize the format of the tape.
GETFILE2 will allow you to read the entire tape looking for
files labels. FCOPY is also a good tool at times to recover
files from tape.



There are a couple of other unsupported utilities that I
would also like to mention. STAN (Store tape analyzer) and
TAPLIST. Either of these can be used to look at the direc-
tory at the beginning of a STORE tape if you're not sure
what's on the tape, or if you're having trouble RESTORE'ing a
file because of an incorrect accounting structure.

One more utility that you should be aware of is IOCDPNO.
This program is not for the nocvice and will require a thor-
ocugh understanding of MPE's I/0O system. IOCDPNO allows that
user to specify any or all of the parameters to ATTACHIO.
ATTACHIO is a procedure in MPE which interfaces the file
system to the I/0 system. With IOCDPNO, you can totally
bypass the file system, and you can request any furction code
that the driver recognizes for whichever device you are
accessing. If the data you are trying to recover can be
physically read from the media, IOCDPNO will let you do it.
Let me emphasize that great caution should be used with this
utility, A "typo" could be catastrophic even when you are
simply reading from a device. For example, if someone is
FCOPY'ing a tape file, and I accidertially specify the wrong
ldev, (the tape drive), in my parameters to ATTACHIO, I will
have just "blown away" the user doing the FCOPY. He'll end
up one record short. It could be worse than this. Suppose
I'm trying to read the volume label, (sector 0), of the
system disc, Jjust because I'm the curious type. If a write
function is specified by mistake, it could be RELOAD time
tonight! This utility is very powerful, but very dangerous!

It is beyond the scope of the paper to presert all of the
information you need to throughly understand ir order to be
considered a "data recovery specialist"; however, I hope you
have been somewhat enlightened as to the types of issues that
must be considered and what types of tocols are presently
available to assist you. Remember that planring for data
recovery and a good "prevent defense" will save more data
than all the tools you can imagine!



Appendix A
(Excepts Jrom System Tables Manual)

(P/N 32002-90003)
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Another TMAGE Article

by Joseph Wm. Berry
Consultant
1800 S. Robertson Blvd.
Bldg 6, Suite 2000
Los Angeles, CA 90035

Introductory Remarks

Why indeed do we need another article about IMAGE data
bases? In the last few years, many articles have been
presented both in the local, national, as well as interna-
tional HP Users’ Group Meetings. By this time everyone
knows that capacities should be prime, that alphanumeric
keys are generally better than numeric keys, etc., etec.
With respect to that statement, I would like to make two
remarks. First, having been a systems specialist for
Hewlett-Packard trained in both performance consulting as
well as data base consulting, time and time again I have
seen users making these same mistakes when implementing
their data bases. I am referring even to “"knowledgeable"
users. It is my opinion that a majority of all performance
problems can be traced to bad data base design, bad data
base design implementation, or badly designed/implemented
programs that access a data base. Second, there have been
very few tools available to the user community (or for that
matter to Hewlett-Packard systems engineers) for analysis
of data bases in order to verify suspicions that a data
base was a significant factor in performance degradation.

As a result of this feeling of hopeless frustration, know-
ing in one’s heart that the data base was at fault, but
being unable to prove it, three systems engineers wrote a
program known as DBSTAT2. This program is not to be con-~
fused with other programs with similar names (e.g., DBSTAT
in the users’ 1library that is written in FORTRAN). Very
simply, this program presents a detailed pictorial of the
contents of a master data set as well as of a detail data
set, along with various statistics about the contents of
the data set. This program was authored by Ed Splinter (of
InfoCraft Inc.), Ted Dickens (HP, North Hollywood), and Joe
Berry.



In the next few pages, I would like to describe some of the
uses I have made of this program to help identify user data
base problems. It will be obvious (if it isn’t already)
that this program serves a real need. Unfortunately, it
does require the use of privileged mode (PM) capability.
And as a result, Hewlett-Packard does not warrant the use
of this program on anyone’s system (too badl!).

Performance Problems?

There are three major resources on the HP3000 that are
potential 1limiting factors to good performance. These
resources are (1) CPU speed, (2) memory, and (3) I/0
throughput. With the release of the HP3000 Series 64,
Hewlett-Packard has introduced a CPU-powerful computer to
the user community. For companies requiring CPU intensive
operations, such as solving differential equations, etec.,
the horsepower of the series 64 is available to provide
such solutions.

What about memory? The Series 40/44 can be configured with
up to four megabytes of memory while the Series 64 comes
with as much as eight megabytes of memory! That’s quite an
improvement over the days when the maximum amount of memory
available was two megabytes. Again hardware presents an
easy solution to what used to be a rather difficult
problem. Of course, if you don’t wish to spend the money
on the extra hardware, then some work, usually programming,
will be required. But, at any rate, there is a fast "dol-
lars and cents” solution.

When it comes to disc I/0s, the picture changes somewhat.
Hewlett-Packard has not announced any markedly improved
disc I/O devices for its products. This is not to say that
one cannot get a fast number of I/Os through a system. I
have personally seen HP3000 systems producing 60, 70, and
over 80 I/0s a second on live applications. Unfortunately,
this is not the norm. Whenever I see an HP3000 that is I/0O
bound (again, which is most of the time), I immediately
begin by examining the data bases that are in use (in one
notable instance, however, the user presented me with an
I/0 intensive KSAM application!).

History Revisited

In order to properly appreciate DBSTAT2, I will present
some of the particulars of its history. 1In the spring of
1980, an HP OEM company in the downtown Los Angeles area
requested assistance from HP. They explained that one of
their user sites was having particularly bad performance
problems. They requested that HP send someone to their site
in order to help identify this HP "IMAGE bug". Their




specific problem was this: certain transactions, which
performed DBPUTs to a manual master data set, were taking
an extraordinarily long time to process.

It did not require a very sophisticated program to identify
that this data set was 99% full! (This is a fairly
"knowledgeable" customer with five HP3000s. Just how
production data base data sets "happen" to be at 99% full
is beyond me. Doesn’t anyone monitor these things?) Our
suggestion was rather obvious: increase your capacity or
decrease the number of records. The customer explained,
however, that they had done this before and that decreasing
the number of records not only did not improve response
time, it actually worsened the response! This indeed was
difficult to understand. The "slower" response time was
demonstrated with a stand-alone batch job that didn’t have
subjective response times associated with it.

So what was the problem? We developed a theory we thought
would explain the evidence. But how would we verify it?
And furthermore, how would we demonstrate to the user that
it was a data base design problem?

And so, along came DBSTAT2. The first illustration (fig.
1) at the end of this article shows the user’s data base
when it was 99% full. Details of the output will be ex-
plained later. Note, however, that very few blank spaces
exist for new records to be inserted. The second and third
illustrations (figs. 2A and 2B) show how the data set ap-
peared when it was 93% full. There are a number of inter-
esting things to note with respect to this output and the
previous one. First, it is very clear that the key used in
the data set didn’t agree very well with IMAGE’s hashing
algorithm (that is, the records weren’t randomly dis-
tributed throughout the data set). Also note the large
number of secondaries (they’re identified as dashes) oc-
cupying the first 2,000 records. The user had told us that
on a regular basis they delete old, dated records from this
data set. What we were seelng were the results of this
cleaning-up process. However, by comparing the two 1l-
lustrations, 1t 1s clear that some records had been added
to the data set before DBSTAT2 had had a chance to examine
it. This accident provided us with the required clue to
determine why the user’s DBPUTs were now taking longer than
before. A final analysis of this example will be presented
further in the paper.

Operational Characteristics

Permit me to digress somewhat by explaining some of the
operating characteristics of DBSTAT2. Because of the way
the program accesses the data base, exclusive use of the
data base is required. Many users have found it difficult



to part with their system for the few minutes (or hours)
that DBSTATZ2 requires. In order to make the program easy
to use, I have implemented a batch mode that requires only
the name of the data base as an input value. The program
makes its own assumptions about what to print out. An ex-
ample of this is as follows:

1JOB MGR.ACCT

!RUN DBSTATZ2.UTIL.SYS
DBNAME .GROUP

IEQJ

Wouldn’t it be nice if all programs executed so easily? In
this batch mode, one or more pages will be printed for each
data set in the data base. Since it frequently happens
that the user (or systems engineer) wants to see the output
as it is generated, DBSTAT2 spools each data set separate-
ly. Therefore, in order to avoid many header and trailer
pages, a HEADOFF 6 command by OPERATOR.SYS is recommended.

Master Data Sets

I will now describe some of the display fields presented by
DBSTAT2. Look at the next illustration (fig. 3) while
reading this text. (The first DBSTATZ2 illustrations were
from the original version of the progran. A number of
changes have since been incorporated.)

Some identification information is presented at the very
top of each data set. Following this is the field "% SPACE
USED". This is the ratio of "# OF ENTRIES" to "CAPACITY".
Simple enough. What should this number be? Most HP IMAGE
classes say that this ratio should not exceed 75-80%. HP’s
Materials Management/3000 package (MM/3000) automatically
warns the system administrator when master data sets ex-
ceed 60% full! How serious a problem is this? The simple
answer 1s, "It is serious!” Let me explain with another
example. I was once asked to examine an applicatiocn
program that was purchased by a customer to determine why
response on their Series U4l system was so slow (even with
just a handful of users). The customer explained to me
that the problem was in a program they had recently ac-
quired. He wanted me to "prove" that this application was
poorly designed/written. He explained that the problem was
not in the data base. I monitored the application and dis-
covered that for each order that was entered (this was an
order entry package) something between 200 and 2,000
(usually around 1,500) physical I/Os took place! No wonder
the response time was so slow. I further discovered that
all the CPU time in the application was due to one DBPUT
(courtesy of APS/3000). At that point, I knew the problem
was in the data base itself. I executed DBSTAT2, examined




the "# OF ENTRIES," and discovered the master data set
associated with the detail that the DBPUT was writing to
was 98.7% full! Had I followed my usual procedure of im-
mediately running DBSTAT2 when a data base is involved,
this problem would have surfaced much earlier.

Another very important item 1s the blocking factor of a
data set. Since, in general, master data sets are accessed
randomly and detail data sets are accessed serially, it is
logical for master data sets to have small blocking fac-
tors. Why read a large block of data in memory when all
you need is one record? If, on the other hand, this data
set will be frequently accessed serially, then a large
blocking factor is in order (if you will really perform a
frequent number of serial reads of a master data set, espe-
cially a 1large one, then I would be suspicious of the
design strategy for the data base itself). One must remem-
ber that the MPE file system (including IMAGE) reads a min-
imum of one sector (256 bytes) at a time. Therefore, if
the record size is small so that many records can fit into
one sector, it is not meaningful to specify a blocking fac-
tor so small that the sector isn’t completely filled.

If I have a 200-character record, and I assume random ac-
cess into the master data set, should the blocking factor
therefore be one? 1Is there a need for having it be any-
thing larger than one? The answer, surprisingly, is yes.
It 1s important to realize that with most applications
there will be some small number of secondary entries
(synonyms) in master data sets. There is a specific excep-
tion which I will discuss further down. Assume some number
of secondaries and a blocking factor of one. Whenever one
of the secondaries is retrieved or whenever a new record is
added that creates a secondary, at least two or maybe more
additional I/Os will occur because of the block size being
one record. As a general guideline, therefore, a blocking
factor of three or four should be used unless it conflicts
strongly with the 256-byte block size.

An old adage says "A picture 1is worth a thousand words."
In data base analysis, this is particularly true. Each
character in the graph of the data set (fig. 3) represents
one location in the data set. Three characters are cur-
rently used: a blank, a minus character ("-"), and an "I".
Both above and on the left side are scalings for determin-
ing where in the data set a particular record is located.
The blank means that there 1s no record present (obvious,

right?). The "I" means that a record is present and that
it 1s a primary record. Secondaries may have mapped to
this record, but they are elsewhere. The "-" means that a

secondary record 1is occupying this 1location. Note the
columns of colons. This character acts as a block
separator. An interesting anomoly can be observed in the
next illustrations (figs. U4A and uB). Only along the



left-hand edges of the block boundaries can any secondaries
(the minus signs) be found. This demonstrates the way
IMAGE allocates secondary storage. In other words, when a
record 1s added to a master data set, and there is already
a record located in its proper position, IMAGE begins look-
ing for a free location for storing that record at the
beginning of the data block that it mapped inteo. Many
people erroneously believe that the secondaries are stored
along side the primary. DBSTAT2 is an excellent tool for
verifying such questions.

Beneath the graphic display of the data set are the synonym
statistics. Not only are the number of secondaries versus
primaries displayed, but also the number of primaries that
have one synonym, the number of primaries that have two
synonyms, etc. A large number of secondaries is indicative
of a potential data base problem.

The last plece of information available is the path infor-
mation into the detail data sets. DBSTAT2 displays the
maximum, average, and minimum 1lengths of each path and
whether that path is sorted. This, too, can be very impor-
tant. I once performed an analysis on a data base and
found that the average chain length into a detall data set
was approximately 12,000 records! This wouldn’t necessari-
ly have been bad, but for the fact that it was a sorted
chain. By making the path unsorted, the customer’s 40-hour
batch run was reduced to under 5 hours!

To be totally fair, I must correct the implication of the
previous paragraph. Sorted chains have a reputation of
being bad (especially long ones). This isn’t always the
case. When a user does a DBPUT to a detail data set that
has a sorted path, IMAGE will start by examining the chain
in reverse sort sequence (bottom of the chain) first. If
the record to be added falls near the end of the chain,
only a small number of I/Os may be needed in order to place
this record. This 1s true even if the chain length is many
thousands of records 1long. However, if the records are
added in a sequence opposite the sort order in the data
set, then IMAGE may have to traverse much of the chain in
order to appropriately place the record. This second case
1s what one needs to watch out for.

Detail Data Sets

Figure 5 presents sample output from a detall data set.
The characters used to graphically display the data set are
blanks (which means that there is no entry) and "D"s (which
means that there 1s an entry).

Before I explain the value of the detail data set output, a
small discussion of how records are physically maintained




in this data set is in order. When a detail data set is
empty, records are added in sequential order. If the data
set contains 150 records, then only the first 150 physical
records contain data. When records are deleted, a "delete
chain" in the data set is initialized to indicate where the
deleted record is located. When subsequent new records are
added, IMAGE first places records by following the delete
chain, and only after that chain is empty will IMAGE again
place records at the end of the logical file. IMAGE tries
to utilize the holes .that are created when records are
deleted.

Unfortunately, this technique can sometimes result in per-
formance problems. Imagine for a moment the following ex-
ample: Assume there is a detail data set with five records
per block. Let us also assume that the chain lengths are
five records 1long. Therefore, when a set of records is
written to the data set, one full block is utilized. On
subsequent reads (also assuming that the entire chain is
accessed), only one physical I/0 is required (assuming no
memory contention). This nice situation will continue un-
til a record is deleted. Assume that five records are now
deleted (one from each chain). When a new five-record
chain is added, these records will not be placed at the end
of the file, but rather in the five locations left vacant
by the previocusly deleted records. Therefore, when access-
ing this particular chain of records, five physical I/Os
will take place {(one record from each block)! On the one
hand, people recommend large blocking factors for detail
data sets when accessing entire chains; on the other hand,
these blocks cannot be utilized if the delete chain jumps
from block to block.

The field "CURRENT EOD" indicates the high water mark for
the data set, or how far into the file the data has actual-
ly been stored. The field "# OF ENTRIES" means the current
number of records in the data set. TIf these two fields are
equal, then the delete chain has no entries. If the delete
chain contains record pointers, DBSTAT2 will follow this
chain counting the number of blocks read and report its
results. It is, of course, quite possible that the same
block will be read several times while following the delete
chain. If the number of records in the delete chain is
large, and if the AVERAGE NUMBER OF FREE RECORDS PER BLOCK
READ is small (near one), then the effective blocking fac-
tor will also be small. Looking at figure 5 by itself
shows that most of the data set is empty. 1In fact, there
are an average of 9.3 free records per block. However, by
following the delete chain, we only have an effective
blocking factor of 2.1. This does not allow us to take ad-
vantage of the data set blocking factor of 10.



To Make a Long Story Short

It was clear from figures 2A and 2B (the master data set
that was 93% full) that the key was somehow related to the
hashing algorithm. Specifically, the key used was an in-
teger "order number," assigned consecutively. When dele-
tions were made, the deletions represented a range of
dates. This explains the sharp band between records and no
records. When the user next wanted to add orders to the
data set, the specific numbers he wanted to add fell (ac-
cording to the hashing algorithm) somewhere near the middle
of the data set. No empty records were found there.
IMAGE, therefore, started examining every block in a for-
ward serial manner. When 1t reached the end of the data
set, it wrapped around and began from the beginning.
Finally, the record found a home for itself. As each
record was added, all of the holes at the beginning of the
data set started to fill up. This was the state of the
data set when DBSTAT2 examined it for the second time.

The Grand Finale

I have demonstrated how DBSTAT2 can help identify struc-
tural performance problems in IMAGE data bases. An addi-
tional feature that should not be neglected is prototyping.
When designing a new data base, an important question that
should be answered is this: How well will my keys work with
IMAGE’s hashing algorithm? To find out that the answer 1is
"not too well" after the data set is loaded with one mil-
lion records is, I think, too late. A safer approach is to
build a data set with the appropriate type key and a
capacity of approximately 1,000 records. Fill the data set
to 80% of capacity and examine the results with DBSTAT2.
For the small investment of time expended up front, much
time may later be saved.
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EFFICIENCY AND OPTIMIZATION OF VPLUS APPLICATIONS

* DESIGN CONSIDERATIONS FOR DIVERSE ENVIRONMENTS

* OPTIMIZING EXISTING APPLICATIONS

* PROGRAMMATIC INTERFACES

* FORM DESIGN



There are many aspects of man/machine interface tha
can be considered when designing new systems or
optimizing existing applications. The primary criteria
should certainly be practicality, speed, and simplicity
whenever possible. This paper will point out various
techniques that can be implemented by the user when
designing or upgrading applications using VPLUS.

DESIGN CONSIDERATIONS FOR DIVERSE ENVIRONMENTS

Environments in which VPLUS is used vary greatly from
shop to shop. Many companies use VPLUS only in their
data entry department for quick entry of masses of
data. Other shops, however, .use VPLUS for on-line
inquiry and/or update of data bases. The system
analyst/designer must consider who will be using the
application and what their needs are.

Let’s define several different environments and the
various factors that should be considered when
analyzing and designing software.

Data entry clerks want fast response time and few

sereen changes. A VPLUS application which changes
screens several times per transaction affects their
concentration and lessens their productivity. They do

not tend to need 1lengthy directions as their work is
very repetitive.

On-line inquiry and update systems are usually used by
non-technical people such as order administrators and
inventory control clerks. People who are not familiar
with computer based systems will gladly accept screens
of directions, hints and extensive field labels. They
will want exact error messages, catchy field
enhancements and will be impressed by meticulous screen
designs. The problem with this type of design is that
after the first few months when everyone has become
quite proficient at using the application, resentment
begins to mount at the seemingly endless barrage of
messages and questions. Time becomes more important
than tutoring.

One HP customer, a large insurance company, designed a
system which was to be all things to all people. They
wanted a centralized data base that can be accessed by
offices - in different 1locations. For example, the
computer would be located in San Jose and accessed by
the Palo Alto and Livermore offices. If a customer
walked in from the street and wanted information
concerning his policey, it should be obtained
"instantaneously". Data should also be able to be
added and modified locally as necessary. So we have a

£3 - 3



case of high volume, on-line inquiry/entry/update3
processing - that demanded satisfactory performance
(response time). The problem was that it took thirty
seconds to display a form. This 1is obviously
unacceptable response time for a busy on-line
inquiry/update application. Much of their problem was
due to the fact that the programs did not take
advantage of many of the VPLUS optimizations and also
neglected elementary considerations for the type of
environment in which they operated, one which
necessitated manipulating tremendous masses of data
repetitively and frequently.

The design may have been fine for an environment which
needed only occasional access to and minimal
information from a data base, but in this case it was
very inefficient.

Important design considerations in this case should
have been:

* Use of form families to greatly reduce
datacomm overhead and screen paint time

* Keeping to a minimum the number of times screens are
changed during transaction processing

* Not using process handling; Process handling causes
VPLUS to override VHOWFORM optimizations and
prohibits the use of forms cache

* Use of HP262UB’s (thereby making available forms
cache and local edits

*  Understanding that use of MTS increases response
time

*  Understanding that use of MTS decreases available
terminal memory, which can be significant if forms
cache is being used

* Using SHOWCONTROL to avoid repainting the screen,
enhancements and data 1if this information is
unchanged

Another environment that is quite common 1is the order
processing/ inventory control type of environment. In
this case, the application usually is used for some on-
line data base inquiry ("How many parts do we have on
backorder?"”), some on-line data base maintenance
(adjusting quantities of available parts), and some
data entry (adding a new order to a sales data base).
There 1is not a tremendous amount of data to be handled
or as great a need for speed as in the previous
example.




When designing for this environment, important consider§
ations should be:

* Infrequent screen changes per transaction

* Menu driven screens for user friendliness and ease of
structured programming techniques

* Comprehensive error messages

* TInitialize fields whenever possible to reduce typing
by user

* Use of local edits when possible

OPTIMIZING EXISTING APPLICATIONS

Often, systems are not designed to perform at peak
efficiency. However, there are some techniques that
can be used to optimize these existing applications.

Local form storage (LFS), a VPLUS feature designed to
make use of special terminal features, allows forms to
be kept in and displayed from terminal memory. This
feature is available on the HP2626A and the HP262UB
terminals. Although it is implemented differently on
the two terminals, a 1local form storage application
will provide two obvious advantages over a non-local
form storage application. The first feature of LFS
that will help optimize existing applications is the
reduction in data communication <transmission. In a
well designed system, a form will be transmitted to the
terminal as few times as possible, preferably only
once. The "FORM" refers to the empty form design
created in Formspec. Initial wvalues, enhancements,
window messages, or function key labels are not stored
locally. There are at least as many terminal writes
for a form transfer in an LFS application as in a non
LFS application. Where the savings occurs is in the
number of characters transmitted over datacomm. As the
form will be resident in and accessed from terminal
memory, subsequent access of the form will trigger an
escape sequence rather than the entire screen design.
Since a 1large VPLUS form can contain thousands of
characters, the savings in datacomm transmission can be
significant.

The HP2626 can hold a maximum of four forms and the
HP2624B can hold up to 255. When implementing LFS on
the HP2626, the systems designer should design the
application to revolve around four (or fewer) forms.
For example, 1if an application has twelve forms, it
should be designed such that each transaction type will
need no more than one set of four forms. When a
particular type of transaction is requested, 1load the



four forms, and require that all transactions of this3 -

type be performed before another type 1is selected.
When the new transaction type is selected, 1load the
next set of forms that are necessary.

There are currently two methods of loading forms,
automatically (using the look ahead option) or manually
(using the VLOADFORMS intrinsic). Using the look ahead
option 1s by far the easiest because VPLUS, not the
user, 1s determining which forms should be loaded or
unloaded. When word 32 (LOOK’AHEAD) of the comarea is
zero and word 39 (FORM'STORE’SIZE) is greater than
zero, look ahead pre-loading of forms will occur. The
next form, as specified in Formspec, 1is downloaded
during VREADFIELDS.

There will be available in Q-MIT a third way to load
forms. Setting bit 9 (adding 64) to the SHOWCONTROL
word in the COMAREA will enable preloading of forms
during VSHOWFORM. If bit 9 1is set when VSHOWFORM is
called to display a form not in the currently loaded
series of forms, the form will be 1loaded, then
displayed. If bit 9 is not set, the form will be
displayed, but not loaded.

Forms are purged to make room for new forms on a least
recently used basis. This method will 1load a single
form at a time. Multiple forms may be loaded by using
the VLOADFORMS intrinsic. When loading and unloading
forms manually, the user must be aware that he is
responsible for monitoring the forms.

The second advantage which is realized when using local
form storage is an aesthetic one. Users will not have
to wait for and watch the form being painted on their
terminal. A locally stored form flashes up on the
screen in its entirety instead of painting 1line by
line.

Because of the way in which it is implemented, the
display time varies slightly on the two different
terminal types. On the HP2626 the screen display is
almost instantaneous. This 1is because this terminal
uses the workspace method, in which displaying a form
is simply a matter of closing one workspace and opening
another. The form is stored in displayable format and
showing it is only a matter of switching to an active
workspace.

On the HP2624B display time is somewhat greater because
the form must be copied from cache memory to the

display area. During this operation, the terminal
executes the escape sequences contained in the
compressed form and creates the displayable form. The

display video, which is turned off during the copy, is
then turned back on.




The advantage of the HP2624B’'s method is that there is3 -

always a clean copy of the form displayed. On the
HP2626, any error enhancements, field type changes, or
modifications are made directly on the stored original.

For more extensive information regarding local form
storage and 1its implementation, please consult the
article in the Communicator Issue #30 by Ron Harnar.

Another feature of VPLUS which can be used to optimize
existing applications is <the SHOWCONTROL word. A
default value of 0 in SHOWCONTROL prevents a screen
from being redisplayed if no information has changed.
This optimization can be overridden by setting
different bits in SHOWCONTROL word in order to force
the display of unchanged forms, data and enhancements,
and the window display line.

Designers should carefully consider the overhead
involved in forcing the display of unchanged data. For
example, let us suppose that a form the size of the

Formspec main menu is repeated in place, and
SHOWCONTROL 1is altered to force the redisplay of the
form each time. Rather than transmitting the screen

design via data communication and painting the screen
once for the application, the screen design will be
transmitted, and redisplayed every time the enter key
is pressed. As the compiled screen design of the
Formspec main menu 1is approximately 660 bytes, this
amount of data would be transmitted to, and displayed
on the terminal every time VSHOWFORM 1is called. This
can be very costly in terms of data communication
overhead, especially on a heavily loaded system.

PROGRAMMATIC INTERFACES:
The Autoread feature

The AUTOREAD feature allows data to be transmitted from
the screen buffer to data buffer if a call to
VREADFIELDS has been terminated by a function key
instead of the ENTER key. Hitting a function key does
not now and never has transmitted data to the data
buffer. By enabling the Autoread feature, this can be
accomplished. Focllow these steps:

Following a call to VREADFIELDS,

1. Determine that a function key has been pressed by
interrogating COM-LASTKEY (word 6 in the COMAREA)
for a non-zero value. It will contain the value
(1-8) of the key that was pressed or zero if the
ENTER key was pressed.

2. Set bit 14 in TERM’OPTIONS (word 56 in the




COMAREA) . If programming in COBOL, wuse the ADD3

instruction to add 2 to the word. Do not use MOVE
as this will destroy the bit configuration of bits
0-13 (part of which contain the FCONTROL 31
handshake protocol) and cause an error 151
"EXPECTED DC2 FROM THE TERMINAL MISSING".

3. Call VREADFIELDS. With bit 14 set, data will be
transmitted from the screen buffer to the data
buffer.

4. Clear bit 14. COBOL programmers should subtract 2
from word 56.

Function key labels

Function key labeling is available on the HP262X family
of terminals. Designers should remember that function
key 1labeling is not supported with process handling
because of the method VPLUS uses to monitor changed
labels. A bit map is kept in a table which is

inaccessible to the user. During process handling
labels can be altered without altering the
corresponding bits of the appropriate bit map. Thus

when control is returned to the father process,
incorrect labels (ie. the other process’ 1labels) may
be displayed. It is possible to rectify this situation
upon return to the father process by performing two

calls to VSETKEYLABELS. The first call to
VSETKEYLABELS should set the 1labels to some dummy
values, blanks for example. The proceeding call to

VSETKEYLABELS should set the desired label values.

The function key label option can be used on the HP264X
terminals by designing the labels into the form and
using the VGETKEYLABELS intrinsic programmatically to
retrieve the labels from the forms file. They will be
returned to a buffer and can then be moved to the
screen buffer and displayed using VPUTBUFFER and VSHOW-
FORM.

Break/Nobreak

If a user wishes to disable the break option, a UDC may
be set up which specifies NOBREAK. As the BREAK Kkey
can easily be mistaken for the ENTER key on HP26L4X
terminals, this option may be desired for non-technical
people who would not be able to recover from hitting
the BREAK key in block mode. The UDC would 1look
something like this:

%% %R NNRN

PAYROLL RUN
RUN PAYROLL.PAY.MAINT
OPTION NOBREAK

I 222 R L



FORM DESIGN

VPLUS/3000 can be used with most HP264X, HP262X, HP307X
and HP2382 terminals. As VPLUS uses many features of
the various terminals, the type of terminal(s) on which
the application will be run should be of major concern
to the designer.

The HP264X terminal family 4is the terminal default -
you do not need to access FORMSPEC’s Terminal Selection
Menu to select this terminal type. When designing
forms to run on these terminals, the following
constraints should be considered:

* Do not use column 79 if the form is to be part of a
form family

* Do not use column 80 if the form may have another
form appended to it or be part of a form family.

* The security display enhancement is not available on
the HP264X.

The - security display enhancement suppresses character
printing by turning off the echo. It is useful for
password fields. Even though the security display
enhancement is not available for HP26U4X terminals, it
is possible to turn off the echo for password fields by
shifting to an alternate character set that the
terminal does not support. For instance, in Formspec
set the field to escape sequences using display
functions as follows:

#####4Processing Specifications****#*

INIT
SET TO "esc)ANc."

(escape right paren capital A control N dot)

This would change to alternate character set A. It is
automatically terminated when the user goes to the next
line, so you would probably want this field on a line
by itself.

VPLUS runs on the HP262X terminals without any special
action on the part of the user. However, to take
advantage of available options, the HP262X Family must
be specified on the Terminal Selection Menu.

LOCAL FORM STORAGE, as previously discussed, 1is one of
the special features that exists on the HP2626 and
HP2624B terminals. The use of LFS can greatly increase




3
the efficiency of a system, and if the supported

terminals are available, they should be utilized. An
application which will be used on both terminals
supporting LFS and terminals not supporting LFS can
easily be designed, as the LFS intrinsics are not
executed if the terminal is not one which supports the
feature.

LOCAL EDITS are another terminal feature available on
the HP2624 terminals. They are edits which are per-
formed locally within the terminal as keys are pressed
by the user. These differ from program edits or VPLUS
edits, which are performed after the user presses
the ENTER key and control 1is passed back to the
application. Local edits are specified in the CONFIG
phase of the processing specification section of the
field menu in FORMSPEC. For example if the field
must be alphabetie, it could be set up in FORMSPEC 1like
as follows:

#h#%processing Specifications®**

CONFIG
LOCALEDITS ALPHABETIC

The escape sequences necessary to perform these edits
are compiled 1into the screen design, and are loaded
into the terminal by VSHOWFORM when the form is
displayed. If the terminal 1is not capable of
performing the 1local edits, VPLUS ignores the escape
sequences without any adverse effects.

The SECURITY DISPLAY ENHANCEMENT is available on HP2626
and HP2624 terminals. As previously mentioned, it
turns off the echo so characters do not show when typed
in. It is enabled by placing an "S" in the enhancement
box on the Field Menu in FORMSPEC. The field to be
secured must be delimited by visible brackets.

The LINE DRAWING character set, a terminal option, and
the "draw line" function keys on the HP2626 can be used
to create very concise, pleasing forms. The form
designer may want to consider using line drawing when
the users involved are accustomed to using accounting
sheets. It is easier to train new users if the
online applications closely resemble the o0ld form of
paperwork.
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PERFORMANCE CHARACTERISTICS OF HP/DSN (DS-3000)

by Mel Brawn, Senior Systems Engineer
IND Division, Hewlett Packard Company

ABSTRACT

DS-3000 is being used by a large number of 3000 users. The
applications of various users vary, and the performance of these
applications also vary. There are certain basic activities such as
file access, F Intrinsics (FREAD,FWRITE, etc.), PTOP, Remote Data
Base Activity, and NFT.

The performance characteristics of these separate activities can be
analyzed. The overall network performance then depends, not only
on the activity being used, but also on the simultaneous activities of
other users. This paper evaluates the basic activity building blocks,
then predicts the affect on performance of multiple users. Certain
guide lines are established for optimizing performance for an overall
network. New techniques utilizing the Inter-Process Communication
(MSG Files) are discussed. The techniques discussed are useful in
evaluating existing applications as well as designing new ones.

INTRODUCTION

The Hewlett Packard Distributed Systems Network (DSN/DS) utilizes
the DS-3000 product. It is currently specified in a large percentage
of HP 3000 computer systems. The purpose of this paper is to
provide the information required to understand and properly utilize
the DS system in an applications environment.

DS/3000 was introduced in 1977. Since that time enhancements and
‘modifications have been made to improve the effectiveness and
performance characteristics of the product. At the present time DS
is available in either the BISYNC version, or in the X.25 version. This
paper will deal primarily with the BISYNC implementation. In a
companion paper the characteristics of the X.25 implementation will
be discussed (1).

DS is easy to use. Some existing activities can be executed using DS
between adjacent systems with no changes to programs or files. The
ease of its use is sometimes misleading. Performance may be
disappointing if no consideration is given to the application. The
details contained in this paper will be useful in planning new network
activities, or in analyzing existing network applications.




The data presented covers the Intelligent Network Processor (INP) in
conjunction with the series 30/33/40/44/and 64 computers. Although
no specific data is provided using the HSI or SSLC assemblies on the
Series Il and 11l computer family the same applications techniques are
relevant.

The DSN/DS capabilities include Remote Commands, Virtual Terminal,
File Transfer, Remote Data Base Access, Program to Program
communications, and file access including the use of IPC files on
remote Systems.

APPLICATIONS ENYIRONMENT

The DSN/DS supports multiple users over the common communications
link. A user environment consists of a local session and a remote
session on the adjacent node. For multiple node networks a remote
session is required on each successive node. There may be a number of
simultaneous users on any given DS line.

The users may access DS directly with PTOP activities, or indirectly
through the File system, IMAGE subsystem, Command Intrepreter, etc.
High level DS provides the mechanism for multiplexing various users
over the line. On the remote system applications activities are
handled through the remote user session, such as file access and
remote commands.

PROTOCOL

The BISYNC type protocol when used with DS/3000 (i.e., non X.25)
provides for conversational acknowledgements. Each request across
the line at the users level requires a reply. These requests and replies
are paired, although they need not be consecutive. The
communications link may be full duplex or half duplex, but the
transmissions from both directions are non-simultaneous.

DS is activated by the DSCONTROL console command. Either end may
initiate the actual connection. This initial connection involves a
dialogue which determines line buffer size, compression capability,
block numbering sequencing, multiple packet and exclusive user
activity. The first connection is made on behalf of the first DS user.
Thereafter additional users can use the line, but no further changes
can be made in its characteristics, without shutting and reopening the
line via the DSCONTROL command.

When no line activity has taken place in a while (on a dial up modem
line) the line reverts to the control mode. In control mode a line
read exists from both ends. Therefore a transmission request results
in a bid for the line. The read is terminated, an ENQ requests the line,
and an ACKO reply allows the data to be transmitted. The line then is
reversed for subsequent activity using BISYNC conversational
acknowledgements. When no outgoing traffic is required for a while DS



turns the line around to facilitate possible activity from the other
end. The line turn around is accomplished with a 'null' message.
When both ends have no traffic, the 'null' 'null' exchange is
terminated with an EOT and the line reverts to the quiescent control
state.

A modem line in the quiescent state has 'line-keep-alives'
approximately every 20 seconds. This is an ENQ - ACKO - NULL.- EOT
exchange. -

There are three types of line activities in the protocol sense. The
first include BISYNC control exchanges. These are typically one or
two control characters such as ENQ, ACKO, EOT, etc. The second
type includes DS requests and replies. They look like BISYNC
transparent blocks, with a DLE STX at the beginning of the block and a
DLE ETX BCC BCC at the end of the block. The DS data will contain a
fixed header consisting of 16 characters. This header provides
information on the nature of the block, who it is from and who it is to,
length of the block, etc. There is then an optional appendage. The
length is variable. It contains information concerning the actual
intrinsic being executed, such as status information, record number,
successful completion, etc. For PTOP operations a tag field of 40
characters is provided. Then an optional data field contains the user
information.

The third type is the 'null' exchange. It consists of: DLE STX -1 segq
DLE ETX BCC BCC. It appears like a normal transparent block at the
communications link level, but it has no DS Header.

Error recovery techniques follow the normal BISYNC techniques. A
message is NAK'd if the BCC CRC-16 check fails. [f a message is lost
due to failure to achieve sync between the modems, or line hits that
result in failure to recognize the data block then the BISYNC time outs
provide for recovery. Detailed descriptions of error recovery
exceed the purpose of the paper.

USER QUEUING AND DATA FLOW

A user of the DS line may do some programmatic activity such as a file
read. The file system services this request. It prepares the
appropriate DS header and appendage. Refer to Figure One. The
request is then processed by the high level DS code. The request to
the line results in an IOQ on the IODSO dit. The DS I/O Monitor
services this request and passes it on to the DSMON process. DSMON
transfers the user data to its extra data segment. It performs the
breaking into continuation records when required, as well as data
compression if required. The data is then sent to the low level
drivers where the BISYNC control characters are added to the buffer,
and the CRC-16 check characters are determined. The INP transmits
the data across the line.

On the remote end the low level drivers receive the block. It
verifies the BCC character check and passes the block to DSMON.
DSMON services the block and passes it on to the DS I[/O Monitor. The




DS I/O Monitor passes it to the appropriate user level subsystem, in
this case the File System. If another user has an outgoing request or
reply this traffic is handled by DSMON and it is transmitted over the
line. The File system services the request and prepares the reply
block. This reply is serviced in turn by DSIOM, DSMON, and the lower
level drivers. The data is transmitted over the line. When it comes
back to the local system the DS reply is checked for BCC check and
sent to DSMON. DSMON then returns it to the DSIOM. DSIOM returns
it to the user activity, the File System. The File system completes
the user intrinsic and returns the data to the user stack. This
completes the request and reply. The user program is then free to
continue its execution.

The important aspects of this transfer include the automatic features
such as continuation records, compression when requested,
multiplexing with other active users, and transparent data transfer.

USER APPLICATIONS

A wide range of user activities can be supported over the DS line. We
shall try to address them individually, and then consider these
simultaneous activities on the line.

The user must have a remote session. This can be initiated
interactively with the appropriate commands, programmatically with
appropriate commands, or with UDC commands. In most cases one
goal is to make the overall application as friendly to the user as
possible.

The user may use remote commands and virtual terminal activities
without worrying about the details. There will be some degradation
in performance compared with local terminal activity on the ADCC
or ATP. These type of activities are generally straight forward and
provide little opportunity for performance optimizing.

File system intrinsics between remote nodes may offer a wide range of
performance characteristics depending on the application design. In
general the data should be processed over the DS line in large
effective blocks. The total throughput through a given line depends
largely on the nature of the applications activities. Where the user
can block the data up to larger effective sizes the total throughput
can normally be improved. Since the system can break the data into
whatever size blocks are required for the configured line buffer size
the user reads/writes can be large. The DS subsystem will break the
data into continuation records as necessary. The total overhead will
be reduced compared with a larger number of activities consisting of
smaller user blocks.

Remote Data Base Access can be done transparently using File
Equations. The user needs a remote session. Then the file equation
indicates the communications link. The performance



characteristics of RDBA compared with local data base access

_indicates an increase in CPU load, and elapsed time. The data from

previous studies indicated an average increase in wall time of up to
about a factor of four for RDBA compared with local data base access.
There is also an increase in the total CPU resources required of 3.5 or
4 to one, with one to two ratio on the local and remote systems. This
means a series of Data Base activities that might require 10 minutes on
a local system might require 35 to 40 minutes when the data base is
remote. This assumes that there is negligible contention for the
line. A series of activities that require 1000 CPU seconds for
execution locally might require 1000 to 1200 locally and 2000 to 2500
remotely when accessing a remote data base. These studies included a
wide range of Image intrinsics with rather heavy use of random
access. The design of the application using PTOP was more
effective. In the PTOP application summary type data was
transferred between the processes. The data base access was local
on both machines. At the present time these types of intensive RDBA
are also being implemented using the Message file techniques.
Although the details are beyond the purpose of this paper a user will
want to consider PTOP or IPC techniques for an application making
heavy use of remote Data Base Access.

File transfer can be easily done using the DSCOPY Network File
Transfer Program. The program provides much more efficient file
transfers than FCOPY. DSCOPY uses a 4000 byte buffer. It fills it
up as much as possible utilizing the file blocking factor. The blocking
factor is still very important. A blocking factor of one or two
greatly increases the CPU load, decreases the throughput, and
increases the disc accesses per second. The optimal blocking factor
depends on record size, but 16 seems to be a good number for typical
source files. 16 * 80 = 1280, so the buffer holds three of these reads.
The default for FCOPY is one record at a time, so for a given file a
much larger number of DS requests must be processed.

DSMAIL also uses 4000 byte buffers in a PTOP environment. Its
characteristics are very similiar to DSCOPY.

The use of IPC files has greatly expanded the range of applications for
network activities. In general two processes wishing to
communicate must open two IPC paths. A local process opens a local
IPC file as a reader, and opens a remote IPC file as a writer. The
remote process opens the remote IPC file as a reader and the local IPC
file as a writer. Thus there exists two one way paths between the
two processes. This technique works in the same manner whether on
the same machine or on adjacent machines. There are a number of
advantages compared with PTOP. The transfers are core to core,
except that disc back up is available when the reader is unable to keep
up with the writer. There is no master/slave relationship, both
processes are equal. The communications paths are bilateral and
simultaneous. Message files also provide suspension if there is
nothing to process, timed reads, writer ID, IO without walt, interrupt
to a procedure, etc.

Applications using IPC f{file techniques can often reduce the



requirements for each user to have a remote session. Programs can
be written to provide rational incoming and outgoing servicing of the
DS lines. They tend to reduce memory requirements. Only a single
user needs to have the remote session, compared with non-IPC
applications in which each user must have the remote session.

Every application design should be verified by the use of the CS Trace
capability. There are sometimes surprises when some factors have
been overlooked in the design. DS Trace can be activated by the
DSCONTROL command. When the trace is deactivated then an analysis
can be made using either DSDUMP or CSDUMP. The CSDUMP program
does a formatted print of the data that can then be analysed. The
DSDUMP program provides a higher level formatted printout. It can
also be used interactively to a terminal and greatly enhances the
interpretation of the DS activity.

The Compression algorithms have been greatly improved. At the
present time we recommend always using compression. The amount
of CPU work required to perform the compression is reduced so that it
is usually beneficial up to and including 56 kbits/second. Generally
user data does contain some redundancy. Source files, for example,
may contain up to 40 to 60% redundancy. The compression algorithm
follows the SNA specification. Any group of three or more
consecutive identical characters can be compressed. Generally
there are a great deal of spaces in source or print files. The users
data is compressed, but not the Fixed Header or Appendage.

FACTORS WHICH AFFECT PERFORMANCE

There are a multitude of factors that affect the overall performance
over a DS network. The instantaneous line speed provides an upper
limit. A 4800 bit/second line has an ultimate limit of 600 characters
per second. We can never achieve this because the line is not fully
utilized, and because there are protocol characters (BISYNC
envelope) and DS Header and Appendage. Thus the effective user
data will be able to approach 65 to 85% of this figure with proper
attention to buffer sizes. The modem line turn around delay can also
be significant. Values range up to 150 or 200 milliseconds for half
duplex modems. Transmission over a satellite link will experience
delays up to 230 to 250 milliseconds for an up and back one way trip.
This is especially devastating for small data blocks.

There is a certain amount of CPU crunching that must be done to
service each DS request. The speed of the CPU will affect the
throughput. If one factors out the time spent on line transmission
and line turn around delays, and also removes the affect of disc
accesses then the portion of the time spent within the system is almost
directly related to the CPUspeed of the various computer systems. A
40 or 44 will be faster than a 30 or 33, and the 64 will be faster yet.
Applications activity is seldom stand alone, so other CPU load must be
considered. Some further information on the nature of the load is
necessary to determine overall throughput. If CPU loads are
primarily CPU bound then the priority of the various processes will be
significant. In systems in which tight memory availability results in




memory management the DS performance may be affected. In many
larger systems the other application loads may result in queuing for
the disc. In applications that require heavy disc accesses on the
system there may be significant affect on those DS applications that
also require disc access. DSCOPY transfers with poor blocking
factor might be an example.

In DS applications requiring local or remote data base access the
queuing for IMAGE disc access may cause large or unpredictable
variations in performance.

The mix of simultaneous activities on the DS line will also provide
variations in performance. The user queuing on the line is handled by
DSIOM. Once a user's [0OQ is being serviced no other user request can
be serviced until the data is sent and the line is reversed by data or a
'null' reply. If a user's buffer is large (i.e., 8 to 10 kbytes) there
may be a large delay before the next user is processed. A mix of
activities, for example, a DSCOPY file transfer at the same time a user
is doing 200 byte FREAD or FWRITE will result in unequal degradation
to these two users. A 4000 byte buffer will be processed for DSCOPY
for each 200 byte transfer for the second user. The throughput for
the DSCOPY may drop from 3500 to 3000 char/sec in the presence of
the second user (assuming 56 kbit line). The second user may drop from
1200 to 300 char/sec in the presence of the DSCOPY transfer. Actual
response time or transfer rate may vary widely depending on system
load, and activity mix.

The total throughput will generally be higher when multiple users
share a DS line. When user activity is queued up DSIOM can
immediately pass the new activity to DSMON and the line utilization is
high. If nouser activity isready then the DS system waits for a short
time to see if activity develops. The timing algorithms were
developed to maximize the transfer rates. With only a single user
active on the line the time delay before turning the line around with a
'null' increases to 1.2 seconds. When multiple users are active on the
line the time decreases to .3 seconds. Thus, in a particular
application there may be some delays in turning the line around.

The processing for a user's request takes place at the priority of the
user's session. The DSMON and low level driver activity takes place
at the DSMON priority. Thus, incoming and outgoing traffic takes
precedence over user activity. But the user level code must be
executed at both ends to complete DS activity. Depending on the
nature of the application and the desired performance the intentional
selection of higher or lower priority might be appropriate.

PERFORMANCE RESULTS FOR FILE ACCESS

Figure Two shows the performance of a DS line running at either 56
kbit or 19.2 kbit. The line activity is Fwrites to a message file on the
remote. This data is for a Model 40 or 44 on a lightly loaded system.
You will notice a significant difference based on record size. The
line buffer size is configured for 1024 words. When the user buffer
exceeds approximately 1975 bytes a continuation record is required.



This results in a saw tooth effect in the performance. The actual
transfer on the line includes the initial request, and its reply,
followed by the continuation request, and its reply, etc. Notice at
56 kbit the maximum user transfer rate approaches #500 to 5000
char/sec. This data is for lightly loaded systems essentially
dedicated to the DS activity. In cases in which the system is
moderately or heavily loaded the throughput can be degraded to 40 to
60% of this figure.

Figure Three shows the same data presented in time/record form. You
will notice the minimum time is approximately 100 milliseconds for a
very small record. This would indicate an ultimate maximum rate of
8 or 9 record transfers per second. With a record size of 2000
characters a maximum transfer rate of two transfers per second might
be experienced. Again, with moderate or heavily loaded systems
these figures may be decreased by 40 to 60%.

Figures Four and Five provide the same information for line speeds of
2400 to 9600 bits/second, with different line turn around delays. You
will notice that with lower speed lines the user can approach a higher
percentage of the instantaneous line speed. This is because the
effect of the system delays is less significant due to the pacing of the
slower line. At lower line speeds system delays due to CPU activity
or disc activity also cause somewhat smaller impact on performance.

The test set up for these Freads and Fwrites included data that was
not compressable. A program buffer was set up so no disc accesses
were required on the local end. The data was transmitted to a
message file on the remote end. Another process reads the data from
the remote message file buffer so again no disc accesses were
required. On the local end the CPU load ranged from 10.8% for a
record size of 80 bytes to 7% with a buffer size of 8192 characters
(for the 56 kbit line speed). On the remote end the CPU load varied
from 28% to 5% depending on record size. This included the
contribution from both the remote session of the originating user as
well as the process on the remote computer that read the data from
the message file. With compressable data the CPU load would be
slightly higher. The apparent throughput would increase from a
negligible improvement with small records to a factor representing
the percentage of compressibility for large records. Data that
involved disc reads or writes would also impact the performance.

PERFORMANCE RESULTS FOR DSCOPY

Figure Six indicates the thoughput on a series 44 at 56 kbit, and 9600
bit/second with a full duplex line, and at 2400 bit/second with a 150
millisecond turn around delay. You will notice a wide varjation in
throughput depending on the record blocking. This effect is greater at
higher line speeds. This data was taken with no compression. The
corresponding figures for a Fortran source file is provided at 56
kbit/sec when using compression. The file exhibited 60%
redundancy. The total throughput reached 35580 characters per
second with optimal blocking factor. It may require 10 to 15 seconds




to set up the DSCOPY process on two systems, and to initialize the new
file. Once thisis established the steady state transfer rate raises up
to about 8700 char/sec for this example with 60% redundancy. The
higher figure is appropriate when using large files, or for the second
or subsequent file so that set up time is less significant. This data was
taken with no system load. With moderate to heavy system load these
figures should be reduced to 40 to 60% of the no load values. The
nature of the system load may also impact the file transfer. At 56 kbit
approximately 20 disc transfers were required per second with a
blocking factor of one. With a blocking factor of 16 the disc access
rate drops well below one per second. The optimal blocking factor
helps minimize the effect on the system.

The CPU loading varied from about 4.4% with a blocking factor of 16 to
7.4% blkfact=1, with no-compression and line speed of 56 kbits. With
compression it ranged from 9.3 to 12.4%. The total amount of work
expended for a given file depends on blocking factor and compression
but is independent of speed. Thus a slower line speed tends to pace
the CPU work and reduce the instantaneous CPU load. The CPU load on
the destination end is slightly lower but of the same magnitude.

When transferring with DSCOPY there is set up time to establish the
DSCOPY PTOP environmént on each system. There is also time
required to initialize the file. These figures are included in the
overall throughput. Instantaneous transfer rates (i.e., excluding
this set up time) may be 10 to 15% higher.

EFFECT OF LINE ERROR CONDITIONS

Figures Seven to Ten provide information concerning the optimum line
buffer size as a function of line error rates. Figures Seven and Eight
show optimum buffering for transmissions at 4800 bits per second with
light and heavy CPU loads. Figures Nine and Ten show the data for
transmissions at 2400 bits per second.

The characteristics of line errors does affect DS performance.
Normally line error rates are specified in a form such as: 80% of the
time line error rates will not exceed | part in 10**4, Unfortunately
the maximum error rate is not provided. The actual rate depends on
the type of line, the quality of the Telephone service, the time of the
day, and many other factors. The nature of line errors is usually
'hits' on the line rather than merely random bit errors. These hits may
last up to a few milliseconds. Whole sections of a transmission can
be lost. Normally leased lines provide better quality, and less
variation in error rates than dial up lines., Dial up lines may take a
different path each time the circuit is established.

For transmission over a noisy line the optimal buffer size may be as
little as 500 to 800 bytes. 1In general the user can determine the
quality of the line with a couple of techniques. The user can listen to
the quality of the tone when the carrier is established. 1f the tone
varies or warbles it is appropriate to hang up and re-dial. 1If the tone
sounds good then proceed with the DS activity. Once the



transmission has begun the user can use the :SHOWCOM XX,ERROR
command to determine the number of line errors and retransmissions.
1f the traffic will be lengthly one would not want to continue if there
are a high percentage of retransmissions.

As arule of thumb a buffer size that provides at least 3 seconds of line
transmission seems to be good with most dial up lines. For 4800
bit/second operation the full INP buffer of 2048 characters seems to
be satisfactory. On slower 2400 bit/second lines this may be
excessive. The user is encouraged to use SHOWCOM to determine the
statistics for the communications lines normally utilized. Using the
full INP buffer limit might be satisfactory unless undue line error
conditions suggest a smaller size.

The DS subsystem will retry in order to re-establish satisfactory
communications. However, if this fails, and the error retry counter
is exhausted, then the line must be closed before reuse. When an
irrecoverable error is detected the remote sessions are terminated.
The local sessions are marked dirty so that continued activity is not
allowed. The user would then close the line, open the line, and re-
establish the connection. The application should be designed
robustly enough to allow picking up and continuing the activity once
the line is re-established.

HP ASSISTANCE FOR DATA COMMUNICATIONS CONSULTING

There are HP Systems Engineers that have been specially trained to
handle Data Communication network design and analysis. You are
encouraged to contact the HP field office for further information and
assistance.

SUMMARY

With a given network configuration there are many things a user can
do to optimize the performance of an application. Try to minimize
the number of request-reply pairs required by buffering larger
amounts of user data for each request. Try to send processed or
summary data between nodes rather than raw data when this reduces
the data traffic. Be concerned with applications activity that
impacts the system, such as the number of disc accesses required. Use
properly blocked files for improved performance. On adjacent nodes
use IPC or PTOP techniques to improve the performance of remote data
base access. Design applications so that activities interrupted by
faulty lines can be easily reestablished.

Single processes servicing incoming and outgoing traffic using 1PC
file techniques may save significant amounts of memory. Simultaneous
users may make more effective use of a DS line for total throughput.
Applications utilizing remote terminals can be optimized to reduce
the number of terminal control and data exchange transactions. The
use of DS Trace can verify the actual line traffic. SHOWCOM will
show the current activity on the line, and the number of

10
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retransmissions required. User buffer sizes of just under 2000, 4000,
etc usually provide the maximum throughput for any line speed.

(1) Caro! Hibbard and Mel Brawn/Hewlett Packard

"Selection Criteria for Choosing Bisync or X.25 Protocols for use with
DSN/DS"

11
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INTRODUCTION TO LOCAL AREA NETWORKS

Marc Burch
Hewlett-Packard Company
Business Development Group
19447 Pruneridge Avenue
Cupertino, CA 95014

ABSTRACT

Local Area Networks (LAN’s) are becoming extremely important in almost all
areas of the business world today. The workplace is increasingly being
filled with a wide range of computers, word processors, facsimile machines,
terminals, copiers, printers, telephones, plotters, and personal workstations.
We are fast approaching the maximum inflection point of being able to use all
of this standalone and huge variety of equipment in an efficient and cost pro-
ductive way. In order for groups of people in different organizations to
function as efficient and well integrated units, the computers, peripherals
and other equipment that they depend on must be able to communicate and ex-
change information quickly, easily, and reliably. An integrated total system
approach based on local area networks offers a way to provide this communication
exchange.

This paper provides a general inmtroduction to local area networking basics,
terminals, concepts, marketplace and installation considerations along with
reviewing issues and trends in local networking.
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The potential market for Local Area Networks is very diverse and exciting.
The market will be in four main areas - office environments, manufacturing
plants and complexes, transaction services (Financial Distribution and
Reservation systems) and educational establishments.

The largest market will be in the office environments of major corporations,
where automation of office functions and increasing use of electronic storage
media will require high capacity network systems with multiple channel capa-
bilities. Every office in every company, from the smallest to the largest,

in every industrial nation in the world is a potential candidate for a local
area network. Most observers believe local networks will become as widespread
in the office as the telephone system. Applications for intra-company networks
include:

Data and File Exchanges between Workstations

Peripheral Sharing

Electronic Mail

Access to Data Bases and Computing Power of a mainframe installation
video Conferencing

Voice Store and Forward

Others

0000000
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In manufacturing environments, local area networks will be increasingly used
to connect terminals, office data and word processing equipment and process
control and surveillance systems. These environments include:

Pactory Data Collection

Building/Environmental control and monitoring (Commercial Buildings,
hospitals, schools, etc.)

Process control, computer aided manufacturing (CAM) and Computer Aided--
Design (CAD)

Energy Managementations

Alrcraft Communications

Photo composition

Others

o
o

[+]
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Transaction services has a great need for local area networks to help with the
following applications:

Pinancial Transactions

Point-of-Sale Systems

Reservation Systems (Hotels, Airline, etc.)
Other

0000

In educational establishments, local area networks will be used to connect the
ever increasing number of microcomputers in use for computer education, computer
aided instruction (CAI) and research purposes. However, since most high schools
and elementary school budgets are small, they typically purchase only two or
three disks and a few printers, and make them available to all other computers
via some type of local area network or multiplexing arrangement. This will
change with the development of new storage and information sources that will
significantly increase the use of computer/communication networks within the
school system. Other applications inlcude:

o Scientific
o Laboratory

Several different technological developments allowed the evolution of new and
exciting approaches to local area networking.

Pirst, the much heralded advances in LSI (Large Scale Integration) and VLSI
(Very Large Scale Integration) technology (Computers or Microprocessor
chips) made it economically possible to distribute minicomputers and a whole
array of intelligent, task-oriented peripheral equipment.

Second, many important gains in communication protocols have been combined
with this very sophisitcated LSI and VLSI technology in nodes and network
interfaces to provide the functions and performance levels needed for local
area network communications.
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Third, much more of the lower level protocols responsible for interfacing to
the network and controlling network functions are being designed into the
network hardware. As a direct result of this:

o Nodes have less overhead associated with network control and now
can better perform their designated functions.

© The network hardware components can be mass produced in volume and
at lowered cost, simplifying connection to the network and encouraging
greater participation by users and equipment.

o Communications protocols that become standardized can be incorporated
into the network hardware, thus allowing a variety of nodes from many
different manufacturers to communicate without the need for expensive
custom interfaces, and giving users increased vendor hardware and soft-
ware independence.

The trend today is towards greater numbers of separately identifiable computer
based systems, due to the decrease in prices and computer processing components
within an organization. This has caused a greater awareness (at both indivi-
dual and organizational level) of the benefits of convenient interconnection
of systems, often supplied by different manufacturers, to achieve coordinated
access both to common resources (such as databases, analysis programs,
development tools and office-style memos and reports) and to sophisticated

or specialized (and therefore, expense) resources such as mainframe processor,
file archive and management facilities, printers, plotters, etc. There is
also a need for overall management control of system proliferation, duplica-
tion and/or dilution of effort, synchronization of activity and any other
factors that can hurt an organizations resources.

Let’s now look at what exactly is a local area network? Basically, a local
area network is a data communications system that allows computers and periph-
erals to talk to each other over a common transmission medium.

What are local area network characteristics?

o Reasonably high data transfer rates - one megabit/sec or higher.
Usually, near 10 megabits/sec. Short transmission times make
network operation transparent to users, allowing fast, multiple-
station access.

o Limited geographkical coverage - They usually have a diameter of a
few kilometers, thus allowing rapid access and communication among
distant organmization groups.

o Low transmission error rates - Networks reliably accommodate heavy
data transmission traffic should an error occur, a network station
can detect it and institute a recovery.

o Low-cost connection and installation - You can attach or delete stations
in the network without operational charges. Connection cost shouldn’t
exceed 10 to 20% of station-equipment costs.




02 Packars

BUSINESS DEVELOPMENT GROUP 19447 Pruneridge Avenue, Cupertino, California 95014 Telephone 408 725-8111

o Large number of users - Networks can support tens of thousands of users
and don’t constrain organizational growth.

o Reliability and Availability - Networks can remain unaffected by indi-
vidual failures or removals for service.

© Security - You can restrict network access to confidential, classified
or sensitive data file.

o Flexible Topology - You can modify a network as the organization
expands.

o Multimedia Communications - Some networks handle voice and video
communications as well as data.

o Multivendor Compatibility - Networks can contain equipment from
different vendors which allows greater functionality.

o Single Organization Ownership - Networks are usually owned by one
organization and are designed by the organization to satisfy its
needs. Gateways are used to communicate with other organizations.

The design elements of a local area network must be carefully analyzed in order
to provide the required levels of data communication capabilities and network
performance. Anticipated use usually will determine which network type best
matches your application requirement along with the following questions:

© How access to the network and message traffic will be controlled

o How many and what kinds of nodes can participate and where they can
be located

o How nodes will interéct in the local area network - with other nodes
and other networks

o The performance dynamics of the network - speed of respomse, ability
to handle traffic loads

© The hardware and software that will be needed to implement the network,
and all associated costs thereof

© The network applications that will be possible.
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However, before you can do your network and application planning, you need to
understand the following:

1)

2)

3)

4)

Local Area Netowrk Topology
Point-to-Point or Multipoint

A. Ring
B, Star
C. Bus

Channel Access

A. Polling
B. Contention

Local Area Network Transmission Media

A. Twisted-pair Wire

B. Coaxial Cable

C. Fiber Optics

D. Unbounded Medium (Radio, Microwave, and Infrared
Signalling Techniques

A. Baseband
B. Broadband

Local Area Network Topology

- There are two kinds of links that serve as the building blocks
of network topologies. Point-to-point and multipoint or multidrop.
A Point-to-point links is a circuit which connects two (and only two)
nodes without passing through an intermediate node. A multipoint
or multidrop links is a single line which is shared by more than two
nodes. Multipoint lines can be used to reduce the number of lines
required to connect nodes and to reduce line costs.

RING TOPOLOGY

The distinguishing feature of ring topologies is that nodes, which are
connected by point-to-point links, are arranged to form an unbroken
circular configuration. Transmitted messages travel from node-to-node
around the ring. Each node must be able to recognize its own address
in order to accept messages.

In addition, each mode serves as an active repeater, retransmission
messages adddressed to other nodes.
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Ring Topology (Continued)

The need to retransmit each message can make ring nodes more complex than
the passive nodes on a bus network. When Ring configurations are used to
distribute control in local networks, access and allocation methods must
be used to avoid conflicting demands for the shared channel. One way this
is done by circulating a bit pattern, called a token, around the ring.

A node gains exclusive access to the channel when it grabs the token.

It passes the right to access the channel (i.e. the token) onto other
nodes when it is finished transmitting. Rings provide a common network
channel wherein all nodes are fully connected logically. When control is
distributed, each node can communicate directly with all other nodes under
its own initiative.

Ring networks with centralized control are often called Loops. One of the
nodes attached to the network controls access to and communication over
the channel by the other nodes. Once a node is permitted by the control
node to transmit a message, it can travel around the ring to its destina-
tion without further intervention by the control node.

In configuring ring networks, rings must be physically arranged so that
they are fully connected. Lines have to be placed between any new node
and its two adjacent nodes each time an addition is made. Thus, it is
often difficult to prewire a building for ring networks in anticipation
of nodes to be added in the future.

Failure of a node or an active component, adding a new node, or any other
break in the ring confugration will almost always cause the network to stop
functioning. Steps can be taken to allow bypass of failure points in
distributed rings, although this usually increases the complexity of the
repeater at each node, as well as the component costs. Failure of the
control node in a centrally controlled ring would inevitably lead to
network failure as well.

STAR TOPOLOGY

The distinguishing feature of Star is that all nodes are joined at a
single point. Star configurations are frequently used for networks in
which control of the network is located in the central node or switch.
Point-to-point lines connect the central and outlying nodes, thus elimi-
nating the need for the complex link and control requirements of other
topologies.

A Star network could be constructed so that the control of communications
would be exercised by one outlying node, or distributed generally to all
outlying node, or distributed generally to all outlying nodes. In either
case, the control function of the central node would be minimized. The
node would serve as a simple switch to establish circuits between outlying
nodes.

In all Star networks the central node is a single point of network
failures. If it goes down, so does the entire network thus, reliability
and the need for redundancy measures are important issues.
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Star Topology (Continued)

The Star is often used in timesharing applications, in PBX (Private Branch
Exchange) telephone networks and in small clustered networks like word
processing clusters.

BUS TOPOLOGY

The Bus topology functions in the same ways as a multipoint line and bus
nodes share a single physical channel via cable tape or connectors.
Messages placed on the bus are broadcast out and nodes must be able to
recognize their own address in order to receive transmissions, however,
unlike nodes in a ring, they do not have to repeat and forward messages.
Therefore, there is none of the delay and overhead associated with re-
transmitting messages at each intervening node, and nodes are also re-
lieved of network control responsibility at this level.

Bus networks are easily configqured and expanded and the network operation
will continue in the event of node failures. Distributed Bus networks
have been around for some time. This is attributed to the fact that the
transmission media (usually coaxial cable or twisted pair wire) and
transmission have been in use for some time by the cable and TV industry
and for telephone and data communciations.

There are many considerations for the design of Bus networks. Components,
such as transmitter/receivers, must be designed for reliable and mainframe
operation. There must also be test equipment that will allow for fast

and accurate Bus Fault detection and isolation to facilitate repair and
malntenance.

CHANNEL JICCESS
POLLING

Polling Techniques determine the order in which nodes can take turns
accessing the network, specifically so that direct conflict (i.e.
collisions) between nodes is avoided. Polling is thus referenced to
as an non contention method of network access.

Centralized polling may be based on a polling list with an arbitrary
order (A,C,B,E,D..) or the order could reflect network node and traffic
priorities. The order of access could also be based simply on the
physical location of nodes.

Distributed Polling also allows control of access to the network by
either token passing, slotted ring, or Cambridge ring. Token passing

is a mechanism whereby each device, in turn and in a predetermined order,
receives and passes the right to use the channel. Slotted rings emply a
number of slots or frames of fixed size circulate around the ring. If

a node chooses to transmit, it waits for a free or unused slot, inserts
data into the appropriate field, and indicates the source and destination
address. As in token passing nodes, along the way check to see If the
frame is addressed to them. Due to the high speed of slotted rings
certain inefficencies exist, such as only several bytes of data can be
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Polling (Continued)

placed in each frame. Therefore, frames contain a high amount of control
information vs data.

The Cambridge ring system is based on the establishment and use of circu-
lating slots or packets of fixed size which are successively accessed,
filled and read by network nodes as they pass by. Each packet slot travels
in one direction only and make a complete revolution of the ring.

CONTENTION

Carrier sense multiple access with collision detect (CSMA/CD) anticipates
conflicts or collisions and is designed to handle them. The multiple
access feature of CSMA/CD allows any node to send a message immediately
upon sensing that the channel is free of traffic. Therefore, you do not
have the substantial portion of the waiting that is characteristic of
non-contention techniques. This access control methods chief advantages
lie in its simplicity reflected in lower cost per node because the

scheme needs no complex priority access circuits - and its variable
length message handling efficiently.

Carrier sense is the ability of each node to detect any traffic on the
channel. Nodes will not transfer if they sense that there is traffic
on the channel. Nodes will not transfer if they sense that there is
traffic on the channel. However, collision could occur betwewen two
messages due to the propagation delay (time it takes for the signal to
travel across the network). As both nodes thought they had an open
channel.

After detecting a collision, each node involved backs off, waits, and
transmits again. This waiting period is usually random as it has proven
to be more effective in auditing further collisions.

The most efficient use of CSMA/CD is when the packets are larger and
therefore you have fewer collisions.

Several Bus networks used collision avoidance instead of CSMA/CD due
to their lightly loaded applications. Collisions get detected by the
nodes sending and receiving circuits. The sending node waits for an
acknowledgement signal. If it does not come, it will retransmit until
successful.
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3) LOCAL AREA NETWORK TRANSMISSION MEDIA

A.

Twisted-Pair-Wire - Was one of the first wire types used in telephone
communications and that is still true today. Pairs of wires are twisted
together to minimize the interference created when adjacent pairs of
wire are combined in multipair cables. Wire is usually made of copper
and is inexpensive and easy to install. Used mainly in low speed data
equipment with the maximum in the range of 9.6 Kbits per second. However
the wire does emit and absorb high amounts of electrical interference,
which can cause error rates.

Twisted pailr provides a good media for integration voice and data
through Digital Branch Exchanges.

Coaxial Cable - offers large bandwidth and the ability to support high
data rates with high immunity to electrical interference and a low
incidence of errors. Because it maintains low level capacitance in
lengths to several miles, coax allows high megabit per second data
rates without signal refeneration, echoes or distoration. Coaxial
cable used for CATV (Community Antenna TV) has bandwidth in the

range of 300-400 MHz.

Fiber Optics - Although expensive, possesses inherent local network
point-to-point performance capabilities that outclass all other
transmision media. Currently available fibers have usable bandwidth of
up to 3.3 billion Hz, data rates of over one G-bits per second, high
voltage isolation, non-electronic radiation, small size and light
weight, and error rates are very low (one bit error per 109 bits).

However, fiber optics are still too costly and are also very hard to
tape into to add additional nodes.

Unbounded Medium - Radio, Microwave and Infrared

Today, there are a few commercially available local area networks
based on these unbounded medium technologies. Given time and the
advancement of technology these three major types of signals will
undoubtedly become more prevalent.

10
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d4) SIGNALLING TECHNIQUES

a)

b)

Baseband

o Lower cost of cable used for interconnection

o Baseband interfacing cheaper tkan broadband modems
o Reasonably high data transmission rate

o Acceptably low error rate

Baseband local area networks are predominantly used for data communi-
cations and therefore the signals and transmission technology imple-
mented are digital (optimized for data) with maximum capacity of
approximately 10 MBPS. Most often 3/8 inch coaxial cable is used with
Bus Topology with contention control - usually CSMA/CD.

Broadband

o High total bandwidth allows transfer of data, voice, video

o Total bandwidth can be (statically)
Subdivided into many independent channels for transparent use
by attachked devices.

o The technology 1is common to CAIV (Community Antenna TV), affording
some cost-benefits with conventional CAITV services.

o0 Acceptably low error rate for most applications

o No significant geographical extent limitation (up to 500 Knm)

The advantages of broadband are to be found in applications which call
for many point to point connections whre the interconnection pattern is
essentially static or where very high point-to-point transfer rates
(such as video) are required.

A broadband network uses analog transmission techniques and can
accommodate up to 500 Mbps of information. Broadband networks use
frequency diision multiplexing (FDM) to divide a single physical
channel made of 1/2 inch 75 OHM CATV coaxial cable into a number of
smaller independent frequency channels. These smaller channels can
be allocated different bandwidths so tkhat they can be used to transfer
different forms of information - specifically voice, data and video.

Broadband shortcomings are that in addition to requiring network and
station interfaces, it uses expensive fixed - frequency or frequecy
agile (Tunable) modems costing $500 to $1200. In addition to easily
doubling broadbands interface cost, tunable RF modems prove difficult
to check, maintain and adjust because they are usually installed
behind walls and above hung ceilings.
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b) Continued

Broadband networks must also rely on a central transmission facility
or head end in a single cable network. This facility acts as the
networks technical control center and filters incoming RF signals.
But it also represents a point that could deactivate the entire net-
work, if it fails.

The lack of industry wide accepted standards for interfacing equipment to
broadband network is still a disadvantage. However, for Baseband this
1s not true as several vendors have endorsed the IEEE802 standard for
Baseband networks.

In the final analysis, the choice between Baseband and Broadband
is, and will continue to be, dictated by engineering economies.

FUTURE ISSUES FOR LOCAL AREA NETWORKS

Shared Resources - The proliferation of cheap intelligence is encouraging a
drive towards shared resources rather than to shared logic. The number of
individual devices that need to communicate will grow almost explosively over
the next few Years.

Wire-Less Connection and Satellites - Terminal equipment will be able to
communicate with the local area networks by means of Radio links and infra
red tranmissions.

Standardization - Starting to see some of this now (i.e. IEEE802 standard

for Baseband) but the industry needs higher level standards to be set. The
timescale for a satisfactory outcome of the various standardization activities
is most likely to be on the order of 3-5 years.

Hardware Trends - Downward for prices as the combination of ecomomics being
achieved in packaging of electronic logic (LSI, VLSI, etc.) Along with
new developments in information transmission media (Fiber Optics, Infrared)
will ensure local area networks strong future.

Network Mangement - The growing dependence of large numbers of systems to local
area networks will demand guarantees on networks availability and performance.
This will have to be provided through effective resource management and

planning.
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SUMMARY

The future for Local Area Networks looks exciting and wide open. Over the
next two or three years considerable progress will be made in the development
of local area networks. This is necessary if we are ever going to have the
much heralded “office of the future”. These developments would not just be
to benefit the office but also where information is being handled - process
industry, manufacturing, teaching, research, etc. However, the real challenge
lies in being able to develop new applications that will take advantage of
Local Area Networks.
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ABSTRACT

MPE disc caching is a major new performance product under
development for +the HP 3000 family of computers. *MPE disc
caching effectively utilizes the excess main memory and processor
capacity of the high-end 3000 family members to eliminate a large
portion of the disc access delays encountered in an uncached
system. With disc caching, disc data is available at main memory
rather than disc access delays with a probability that increases
with main memory size. The MPE disc cache designers present an
overview of the purpose of disc caching, its design approach, its
advantages over the alternatives, and its impact on the system
price/performance of the HP 3000 family. The full text of this
paper will be distributed at the conference.
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PLANNED PERFORMANCE AND CAPACITY ENHANCEMENTS FOR HP 3000 SYSTEMS

Jeff Byrne
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The tremendous success of the HP 3000 stems from the strategy upon
which it was founded and which continues to gquide the HP 3000
development today. For HP 3000 processors and MPE, this strategy
translates into developing an increasingly broad range of processor
price and performance while maintaining MPE compatibility. Combined
with HP's upgrade program, this broad compatible family protects our
customer's investment in HP 3000 hardware and software.

Implementation of this strategy is reflected in the evolution of
the HP 3000 family. Approximately every two years, we have introduced
a new model doubling the performance of our most powerful HP 3000
system. Increasing performance has also been accompanied by a large
-expansion in the configuration capacity of our systems. Throughout all
of these changes, we have maintained upward MPE compatibility.

This continual broadening of the range of information management
applications addressed by the HP 3000 has created new needs for
performance and capacity in our systems. As processors become faster,
the speed of I/0 access can become a limiting factor on overall system
performance. In addition, expanding configurations and a broader range
of applications have caused some customers to encounter limitations
imposed by the size of tables in MPE. In response to these needs, we
will be adding new products and enhancements to HP 3000 systems in the
near future. These planned products and enhancements will be described
in this presentation.
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Introduction

This paper is intended to cover two particular topics of
interest to a number of VPLUS users. It will cover
procedures for alternating between VPLUS block mode, using
formatted screens, and conversaticnal mode such as used with
MPE and utilities. This technique may be used to integrate
existing conversation mode dialogues with new VPLUS
applications. Perhaps more generally, it can be of
tremendous value when debugging VPLUS applications,
especially when two terminals are not available within
arm’s reach.

Also presented are procedures for printing the screen
contents, either to an attached or integral printer or to
the system printer. 0Of course, these procedures are not
specific to VYPLUS applications and as such may be of even
broader utility.

Both of the particular topics of this paper inveolve
communication with and control of the terminal. It is
important, therefore, to cover some background material
first, in order to understand the terminal configuration and
communications protocol in effect in the VPLUS environment.
Printing the screen or switching from block/format to
conversational mode are not particularly difficult, once the

VPLUS operating mode is understood. Happily, all
VPLUS-supported CRT terminals are basically compatible.
There are some significant differences between

point-to—point and multipoint (MTS) operation, which will
be covered in the discussion.



Terminal and 1/0 Configuration

The information in this section has been deduced from
assorted terminal and software manuals, observations and
conversations. It can’t all be quaranteed correct, but has
so far proven out in those cases where it was needed.

Basic Terminal Configuration

A few of the Keyboard Interface straps (options) must be set
in a particular way for VFLUS operation. For 2640B or 2644
terminals you must do this manually, by opening the terminal
and setting switches. VPLUS sets the others automatically
during VOPENTERM or VGETNEXTFORM with $REFRESH. Special
poeint-to—-point options are:

D - apen {Line/Page) Establishes Page mode, whereby the
ENTER key transmits the entire screen instead of
only a single field or line.

E - open (2640B) Allows the terminal function keys
{f1-¥8) to be used without holding the CNTL
key. (Cptional)

F - open (2640B) Pravides for 2445-compatible handshake
protocol (DC1/DC2/DC1l).

6 — open (InhHNndShk) Provides that computer-requested
black transfers (e.g. terminal status, cursor
sense, printer command response) observe the
DC1/DC2/DC1 protocol.

The main strap aof interest in mﬁltipoint (MTS) is:

J — closed (Auto Term) MTS opens this strap, which has the
effect of limiting data transmission to data on
the screen above the cursor position at the
time the ENTER key is pressed. VPLUS clases
this strap to allow transmission of all data in
the form.

There are other straps which are important to VPLUS
operation, but the "normal" setting is the appropriate one.

In addition, VPLUS requires that the terminal be set for
block mode. This s the normal modr in MTS In
puint—-to—point, VPLUS will set the terminal in block mode
automatically {(except 2640/44).

Terminal File Configuration

VPLUS controls and communicates with the terminal through
the MPE file system using the standard set of intrinsics.
Some special file system parameters are set for the
point-to—-point and multipoint device drivers under VPLUS,
generally via the FCONTROL intrinsic. Significant FCONTROL




functions for point-to-point operation are:

13 - Echo is turned off (if it isn’t already)

25 - Set alternate terminator to RS

31 - Enable VPLUS driver control

38 — Set terminal type to 10 (if it isn’t already).

Character Echc (FCONTROL 12/13)

Normal full-duplex point-to-point operation requires the
HP3000 to echo each character it receives back to the
terminal to be displayed. In block mode, under VPLUS, each
character is displayed on the screen as vyou type it, and
nothing is sent to the computer until you press ENTER. Since
everything you type is already shown on the screen, a
computer echo of the block transmission would only confuse
matters. Therefore, FCONTROL 13 (disable echa) is used.

Alternate Terminator (FCONTROL 235)

VPLUS wuses the “ultimate” form of block mode on HP
terminals, i.e. Block/Page mode. This allows the terminal
to send the whole screen at once, the most efficient form of
block transmission. However, full page, block mode inputs do
not end in the wusual carriage return (CR) code which
terminates other inputs; in fact, there may be a number of
carriage returns in the midst of the input. Instead, HP
terminals send a control code called "Record Separator”
(RS) to signal the end of the block. VPLUS accommodates
this by setting the RS code as the "alternate terminator”
in poeint-to—-point operation, using FCONTROL 2S.

Terminal Type (FCONTROL 38)

Terminal ports used by HP CRT terminals are usually
configured as Terminal Type 10, which signals the 1I/0
driver to observe certain protocols which are appropriate to
such terminals. For example, the driver will send a
control code, ENR, after every 80 characters output. HP
terminals will answer with an ACK when they are ready for
the next 80 characters. This is the famous ENG/ACK
handshake. When you use VPLUS vyou must be using an HP
compatible terminal; so VPLUS sets the Terminal Type to 10
using FCONTROL 38, in order to activate these protocols.

VPLUS Driver MoJe (FCONTROL 30/31)

FCONTROL 31 is more puzzling, since HP has so far neglected
to document it. When reading from the. terminal under this
option, a DC2 code as the first character received causes
the MPE device driver to set up a block read. This is
necessary since, when you press ENTER, the terminal doesn’t
just send the screen contents as a big block of data. It
only sends the single control code, DC2, and waits for a
DC1. VPLUS used to handle the DC2 itself, but now uses the
new Driver Mode. Now, on receipt of the DC2, the MPE device



driver {(not the program, not VYPLUS) responds with:
{escr>c<escXH{DC1>

where <esc’> stands for the ASCII "ESCAPE®™ control code, and
<DC1> for the DC1 code. These control codes lock the
keyboard, home the cursor, and trigger the block data
transfer. The driver times the block read, in case the
terminator character is 1lost. The read terminates by
character count, timeout or receipt of an RS code (the
VPLUS alternate terminator, i.e. the Block/Page Mode
terminator character). It is mnatural toc assume that the
block read functions armed with FCONTROL 31 have been moved
into firmware on the ATP.

MTS Unedited Input {(FCONTROL 41)

The above functions are applicable to point-to-point
terminals. For multipoint terminals, the MTS driver can
handle block transmissions pretty much as usual. The only
important difference to the driver is one FCONTROL:

41 - Set unedited mode (with parameter %137)

This option is used to stop MTS from placing a block
delimiter everywhere VPLUS puts the cursar. Block
delimiters set by MTS {(or the ENTER key with the terminal’s
strap J open) would prevent the transmission of the full
screen to the computer.

User Read Time—out (FCONTROL 4)

For paoint—to-point or multipoint, VPLUS will alsa use
FCONTROL =

4 - Enable read time—ocut
when OPTIONS (word 56 of the Comarea) has bits 9-10 set to

01. USER’TIME (word 58) gives the number of seconds to allow
for input.



Conversation vs. VPLUS Mode

There are occasions in many applications where it is
desirable to remove the terminal from VPLUS operation for a
while, then resume VPLUS. For example, you may wish to run
another program which doesn’t use VPLUS, or just engage in a
conversational dialogue. Debugging, with DISPLAYs and
ACCEPTs or PRINTs and READs, or using MPE Debug or Toolset,
is an almost universal occasion for conversation mode.

Normally, a program resumes conversation mode with a call
to VCLOSETERM when it terminates. This suggests an approach
to switching maodes: Te change from VPLUS mode to
conversation mode, call VCLOSETERM. To switch back, call
VOPENTERM. Since VCLOSEFORMF ian't called, a lot of valuable
information is preserved:

Current form name

Data buffer contents
Next form name
Repeat/Next form options
Screen label settings
Save field contents

This may be the best approach to use when vyou wish to
switch modes in order to run another program. There’s no
telling in what state the other program will leave the
terminal and I/0 configuration, but VOPENTERM should be able
to sort it out. In fact, the undocumented intrinsics
VTURNOFF and VTURNOM should have about the same effect,
without taking quite such drastic steps as closing and
re—opening the terminal file, clearing the screen, and so
on. Parameters are the same as VCLOSETERM and VOPENTERM,
respectively.

1f you take +this approach, you will discover a few
complications which may (or may not) affect your
application:

1. Your scrueen remains empty.

VOPENTERM clears the display, but VSHOWFORM doesn’t know
it. This means that your next call to VSHOWFORM may not
write any data to the screen, since VPLUS believes the
last form to be still there. This 'is a result of
VSHOWFORM optimization, whi~h you can correct by maving 7
to ward 34 of the Communications Area  (SHOWCONTROL)
before calling VSHOWFORM.  Don*t forget to resat
SHOWCONTROL afterward (New requirement with the @ MIT).
Or, you may call VGETNEXTFORM with Next Form name
$SREFRESH.

2. Your screen is still empty.

VOPENTERM reconfigures workspaces on a 2626 using local
form storage, but VSHOWFORM doesn’t know it. In this



case, moving the 7 to SHOWCONTROL might just cause
VSHOWFORM to try to redisplay the form from the workspace
where it used to be. You need to use $REFRESH in this
case, or perhaps VLOADFORMS with SHOWCONTROL. As of this
writing, it is too early to tell the effect on 2424B
Local Forms Storage.

3. Your screen labels are missing.

VELOSETERM removes your screen labels from the terminal,
but VOPENTERM doesn’t put them back. It is anticipated
that you can use $REFRESH to correct this problem in the
Q MIT. We can only hope that VOPENTERM will also be
corrected. To solve this problem prior to the @ MIT,
follow VOPENTERM with VSETKEYLABELS, for global or form
labels, whichever is appropriate. I use VGETKEYLABELS to
retrieve the needed values, so they don’t need to be
coded into the program.

You may actually have to do two VSETKEYLABELS, due to
VPLUS optimization. If you simply set them to the same
value they had, YSHOWFORM will not bother to put them on
the screen. 1 get around this by first setting the labels
to a different value, then setting them back.

Note: As of VPLUS B.02.02, you must do your
VGETKEYLABELS before calling YCLOSETERM, since the latter
destroys the values in the VYPLUS label buffer.

Switching Modes Yourself

Most often all you want to do is switch modes quickly in
order to display a message or allow some form of debugging
dialogue. For example, the VPLUS debugging facilities in
INSIGHT II and RADAR (two Computing Capabilities Corporation
products) keep the terminal in conversation mode except
during VPLUS output or input. As a result, Debug
breakpoints, abort messages and VPLUS screens are all
accommodated on a single terminal.

This is not a difficult task, as it turns out, made easier
since the addition of FCONTROL 30/31 (VPLUS Driver Mode)
for point-to-point terminals. Appendix 1 includes a listing
of a short SPL procedure, VSETMODE, which performs the
necessary functions. This procedure has two parameters: The
VPLUS _ommunications Area (just like VPLUS intrinsics) and
an inteqger mode. Mode zero calls for VYPLUS oper ation, and
one calls for conversational mode.

This routine operates outside the bounds of documented
VPLUS operations. This means it is possible that HP could
change things around in such a way that it won®t work. This
is not highly likely, since the operations performed are so
fundamental.




VSETMODE Comarea Usage

You will see that VSETMODE uses three words in the VPLUS
Comarea. The first two are the terminal file number and
the terminal model as determined by VPLUS. Both are
documented in the current edition of the VPLUS Reference
Manual.

The third word used is not documented in the VPLUS manual.
Bits 4-9 of this word contain the original MPE Terminal
Type. We need this to 1learn if the t=rminal is an MTS
terminal, designated by Terminal Type 14. This ((MTS)
information could also be obtained using FCONTROL 39 on the
terminal file, without reference to this word.

Bit 1 is used to determin@ whether character echo was on
before VOPENTERM. Half-duplex connections, for example,
should not have echo turned on. The essential information
could be obtained without reference to this word by using
FGETINFO to check for a half-duplex subtype.

VSETMODE Operation

To enter conversational mode, VSETMODE first conditions the
terminal by writing a sequence of control commands. This
begins by turning off Format Mode, moving the cursor to the
bottom of memory, and unlocking the keyboard:

<{esc>X<esc>F<{esc>b

On terminals which support this operation, VSETMODE also
turns off block mode:

<{esc>%kOB

On the new line of terminals, the aids and modes keys will
be unlocked:

<{esc>%jR

When returning to VPLUS mode, these operations are reversed,
although the keyboard, aids and modes keys are not locked.

If character echo was on before VOPENTERM, it will be turned
on again by VSETMODE when entering conversation mode and off
when resuming VPLUS mode (FCONTRLL 12 and 13,
respectively).

Since the introduction of VPLUS Driver Mode for
point-to-point terminals, it is no longer necessary to
change other MPE file parameters. Your terminal will
operate normally unless you both:



1) Read input using the terminal file number in the
VPLUS Comarea.

2) Send a DC2 code to the computer (for example, press
ENTER or a function key).

I1f ygu do both these things you may find that your terminal
locks up. This is because the MPE device driver locks vyour
keyboard when it receives the DC2. To free up the terminal
you will have to:

1) Unlock the keyboard, e.g. soft reset.
2) Type an RS control code (control-") to end the read.

If your terminal is connected via MTS rather than
point-to—-point, VSETMODE has to change another file
parameter. In order to enter conversational mode, Unedited
Mode (FCONTROL 41) set by VOPENTERM must be turned off. This
is done by FCONTROL 41 with a parameter of zero. When
resuming VPLUS mode, Unedited Mode must be turned on
(parameter octal 137), and the terminal®s J strap must be
reset.




Printing the Screen Contents

There are many occasions when it would be usaful to print
the screen contents. There is a VPLUS intrinsic,
YFRINTFCRM, whose purpose is to print a copy of the current
form and its contents. However, since this intrinsic only
prints to a file, it is mainly useful for obtaining listings
on a system printer. '

If the screen to be printed consists of several forms, one
call to VPRINTFORM will not print the entire screen.
Ingtead, you must have the foresight to call VPRINTFORM as
each form is displayed, thus piecing together a screen image
in the print file at the same time it is being assembled on
the terminal. ’ '

Printing to a Terminal Printer

A more direct approach is to perform a full screen print
operation. The simplest way is to equip your terminals
with local printers, either integrated or attached. It then
becomes a matter of commanding the terminal to copy the
screen to the printer. This produces a true hard copy of
what was actually displayed. Also, the only foresight vyou
need is to provide a routine which will .issue the right
command when needed. Appendix 2 includes a 1listing of an
SPL procedure, VPRINTLOCAL, which will print the terminal
screen to a terminal printer. This procadure requires only
one parameter, the VPLUS Comarea.

My usual practice is to assign one of the terminal function
keys as a PRINT key. Whenever the program accepts input
through VREADFIELDS, I check word & (LASTKEY) in the VPLUS
Communications Area. If the user pressed the PRINT key, call
the Print routine, and when finished loop back to call
VSHOWFORM and VREADFIELDS once more. VSHOWFORM is called to
unlock the terminal kevhoard which was left locked by
VREADFIELDS. It also serves to display any message sent to
the window by the Print routine.

VPRINTLOCAL Operation

VPRINTLOCAL uses two different approaches to performing its
function. This is because there are two forms of print
command recognized by HP terminals: a simple "dump the
screen” available on 26450B and 262X terminals, and the mors
complicated device control = sequence needed for . the
2645—~based terminals. Except on the latter, all it takes to
"dump the screen” is to command the termipal to:

1) Turn off Format Mode
2) Copy the screen to the printer
3) Turn on Format Mode.

Thia is a matter of sending six characters to the terminal:



8 - 10

{egcr>X<{escr>Q<esc>W

The actual ’screen print’ command is the <esc>0 (that’s the
numeral zero). You need to turn Format Mode off in order to
copy the protected areas of the form. 1If Format Mode is on
when using an attached printer, the terminal assumes that
the printer contains a preprinted form matching the screen.
Only the data in unprotected fields will be printed.

VPRINTLOCAL sends this command using FWRITE to the terminal
file number in the Comarea (word 49, FILEN). This takes
advantage of the VPLUS Driver Mode in effect on this file,
and will work even if the terminal is not the job/session
logon device. This FWRITE includes carriage control code
4320 {(octal 320, decimal 208) as its fourth parameter. This
value suppresses the carriage réturn and 1line feed which
normally follow every output.

Printing on a 264% is more complicated in two ways: first,
the command sequence is longer; worse, the terminal insists
on talking back. You have to program a dialogue with the
terminal. VPRINTLOCAL starts by sending the operative
commands

{esc>X<escrH<{esc >b<esc >&p3Is4dM

This means,

<esc>X Turn off Format Mode
{esc>H Home the cursor
<{esc>b Unlock the keyboard. This allows the user

to cancel the print operation by pressing
the Return key.

{esc>%p3s4dM Copy everything (M)} from the display (3s) to
the printer {(4d) starting from the cursor
position.

Note: This command will also work on the 252x terminal
family. The *4d” code normally specifies the external
(attached) printer. To use the integral printer, use ’é&d’
or specify ’DeviceCode4’ on the terminal’s Configuration
Menu as the INT printer.

This starts the printing process, if the termina. has an
attached printer and the firmware to support it. Once the
terminal has completed printing, or determined that it
couldn’t print, it will want to send a single character
response:

S — Print operation completed.
U — Operation aborted by the user. {User pressed Return)
F — Print not completed (out of paper, etc.).



8 - 11

YPRINTLOCAL must read this response, or the next VREADFIELDS
will read it as if the user sent it with the ENTER key. This
is done in the subroutine RESPONSE, using a timed FREAD
(FCONTROL 4 before FREAD) in case something goes wrong. 60
seconds are allowed, which should be enough to print a
screen unless you're using a very slow printer. \

Note: Under VPLUS Driver Mode (FCONTROL 31), = the

terminal "s response will cause the MPE device driver to
lock the keyboard. You will need to call VSHOWFORM in
. order to unlock it before the next VREADFIELDS.

Finally, after receiving the terminal’s respunse,! turn
format mode back on: )

<esc>W

In order to determine which type of terminal it is dealing
with, VPRINTLOCAL looks at VPLUS Communications Area word
59 (IDENTIFIER). Values of 1,8,?,11 or 13 signify 26408 or
262X terminals.

Screen Copy on 2626

Users with 2626 terminals may wish to use the “Screen Copy”
device control operation. This function is performed using
the device control sequence:

<esc>&pAaAdE

Like the device control sequence on a 2643, this command
produces” a response which must be processed by = the
.computer. The 2626 Screen Copy includes the screen labels on
the printed output.

Application Notes

VFRINTLOCAL uses the more complicated device control
sequence on everything but a 2640, which doesn’t support it.
This is because I want the printer to do a page eject after
printing the screen, but this doesn’t happen on my 2624
. terminal if I just give it an <esc>0. The page eject
results from the command <esc>%p4uSC.

My Direct 825 terminal pretends that it is a 2622, but does
not recognize the device control sequence. Since VPRINTLOCAL
sends the desice control sequence to 2622s, the 825 gets
confused. It"s easy to command the terminal PRINT function
from the keyboard on the 825, though: just Function/Print (9
on the numeric keypad). No need to take the terminal out ' of
format mode, and it does a page eject, too.

Printing to a System Printer

It takes more work than printing to a terminal printer, but
you can copy the screen to a file or system printer if vyou



wish. The well—-known program PSCREEN performs such a
function. Appendix 3 includes a listing of a procedure,
VPRINTSCREEN, which has been tailored to perform this
function in the VPLUS environment, for both point—to—point
and MTS terminals. This procedure accepts two parameters:
The VPLUS Comarea and an integer carriage control code,
which will be written after the screen has been printed. The
value 49, for example, will produce a form feed.

Like VPRINTFORM, VPRINTSCREEN will print to any file if you
place its MPE file number in word 36 of the VPLUS Comarea
(PRINTFILNUM). If this word is zero, VYPRINTSCREEN will cpen
a file named FORMLIST on device LP, print the screen and
close the file.

VPRINTSCREEN Operation

There are two operations of special interest in
VPRINTSCREEN: Reading the screen contents and stripping
control codes from the data before printing. These

operations are performed in the subroutines READ*SCREEN and
PRINT’LINE, respectively.

Reading the Screen

Reading the screen is a simple matter since the addition of
VYPLUS Driver Mode for point-to-point terminals. In order to
read the entire screen, the terminal must first be removed
from format mode. All that 1is required is the command
string:

<{esc>X<esc>d

After format mode has been turned off, the <esc>d commands
the terminal to transmit the contents of its memory to the
computer. The data is then read using FREAD. Note that
VPRINTSCREEN uses the terminal file .wumber in the VPLUS
Comarea. This takes advantage of the VPLUS Driver Mode in
effect on this file, and will support terminals which are
not the job/session logon device.

The last character read is the block terminator character,
RS for point-to-point or G5 for MTS. The subroutine
replaces this by a Carriage Return followed by RS for
consistency.

Ltripping Control Codes

The characters received from the terminal include not only
form and field data but display control codes, such as:

<{so0> Shift to alternate character set
<esc>L Start field
{esc>¥d<letters> Display enhancement

Each screen line is terminated by a Carriage Return.



The PRINT?LINE subroutine scans the characters in the line,
skipping control codes, such as <{so’>, and escape sequences
{starting with <esc>). There are two kinds of escape
sequences: Standard (two characters), such as <esc>f, and

generic, such as <escr>&d<letters>. If the character
following <esc> signifies a generic escape sequence,
PRINT"LINE skips to the terminator character, which is
either an ’3* or uppercase letter. During the scan,

PRINT’LINE moves the printable characters to the start of
the buffer, to ensure that the print line begins on a word
boundary for FWRITE.

VPRINTSCREEN does not suppress printing of Security Video
fields, which do not display on the screen. If you wish,
you may add the 1logic yourself ~(send me a copy). In
general, characters displayed in an alternate character set
{(i.e. following <so>) should not be printed either.
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APPENDIX 1. VSETMODE Procedure.

This SPL procedure will switch the user’s terminal between

VPLUS block/format mode and MPE conversational mode.

PROCEDURE VSETMODE (COMAREA, MODE);
VALUE MODE;

INTEGER MODE; << 0=VPLUS ; 1=CONVERSATION
INTEGER ARRAY COMAREA;

BEGIN

ARRAY BUF (0:19); << LDOCAL OUTPUT BUFFER

BYTE ARRAY BBUF (%)=BUF;
INTEGER LEN;

DEFINE CONV = (MODE=1)#;

DEFINE COM’ TERM = COMAREA (48)#, << TERMINAL FILE NUMBER
COM? IDENT= COMAREA (58) #, << TERMINAL MODEL
COoM’ TYPE = COMAREA (49). (4:6)#%, << MPE TERM TYPE
COM’ECHO = COMAREA(49). (1:1)#; <<{ WAS ECHO ON

INTRINSIC FWRITE, FCONTROL;
<< FIRST, CONDITION THE TERMINAL >>

IF COM’ IDENT>2 THEN << PROGRAMMABLE STRAFS

IF CONv THEN MOVE BBUF := (27,"X",27,"F",27,"b",
27,"%k0B"), 2

ELSE MOVE BBUF := (27,"W",27,"%k1B"),2

ELSE << 2640744
IF CONvV THEN MOVE BBUF := (27,"X",27,"F",10,

27, "bUNLATCH BLOCK MODE"),2

ELSE MOVE BBUF := ("LATCH BLOCK MODE",27,"W"),2;

IF CONY AND COM’ IDENT>=8 THEN MOVE % := (27, "%jR"),2;

LEN := TOS~LOGICAL (9BBUF) ;

FWRITE (COM’ TERM, BUF, ~LEN, %320);

<< NEXT, RESET CHARACTER ECHO >>

IF COM”ECHO=0 THEN
FCONTROL (COM” TERM, (IF CONVY THEN 12 ELSE 13), LEN);

<< FINALLY, TAKE CARE OF MTS >>

IF COM’ TYPE=14 THEN BEGIN << MTS
LEN := IF CONV THEN O ELSE %1373
FCONTROL (COM’ TERM, 41, LEN);
MOVE BBUF := (27,"%&s0J"),2;
LEN := TOS-LOGICAL (?BBUF) ;
IF NOT CONV THEN FWRITE(COM’ TERM, BUF, —-LEN, %Z320);
END;

END;

>>

>>

>>

>>

>>




APPENDIX 2. VPRINTLOCAL Procedure.

This procedure prints the screen contents by commanding the
CRT terminal to copy the screen to an attached or integral
printer.

PROCEDURE VPRINTLOCAL (COMARERA) ;
INTEGER ARRAY COMAREA;
BEGIN

ARRAY BUF (0:135); << LOCAL 1/0 BUFFER >>
BYTE ARRAY BBUF (%)=BUF;
INTEGER TIME, LEN;

DEFINE COM?STATUS = COMAREA#, << STATUS WORD >>
COM’ FILERRNUM= COMAREA(3&)#, << MPE FILE ERROR >>
COM” TERM = CCMAREA(48)#, << MPE FILE NUMBER >>
COM” IDENT = COMAREA(SB) #; << TERMINAL MODEL >>

INTRINSIC FCONTROL, FWRITE, FREAD, FCHECKj;

LOGICAL SUBROUTINE RESPOMSE; << DEVICE CONTROL RESPONSE >>
BEGIN
TIME := &03
FCONTROL (COM” TERM, 4, TIME);
FREAD (COM’ TERM, BUF, -2);
IF <> THEN
BEGIN
FCHECK (COM” TERM, COM?F ILERRNUM) ;
IF COM’FILERRNUM<>31 THEN COM?STATUS 1= 160;
END:
IF COM’STATUS=0 THEN
IF BBUF<>"S" AND BBUF<>"U* THEN COM’STATUS := 1234;
RESPONSE := COM’STATUS=0;

END;

IF COM’STATUS< >0 THEN RETURNj; << JUST LIKE VPLUS >>

IF COM? IDENT3 THEN << USE SIMPLE PRINT COMMAND >>
BEGIN

MOVE BBUF := (27,"X",27,"0",27,"W"),2;
LEN := TOS-1.OGICAL (2BBUF)
FWRITE (COM’ TERM, BUF, —-LEN, %320);
END
ELSE << USE DEVICE CONTROL COMMAND >>
BEGIN
MOVE BBUF := (27, ‘X",27,"H",27,"b", 27, "&p3s4dM"),2;
LEN := TOS-LOGICAL (2BBUF) ;
FWRITE (COM’ TERM, BUF, —LEN, %320);
IF NOT RESPONSE THEN RETURN;
MOVE BBUF := (27,"%p4uSC"),2: << FORM FEED >>
LEN := TOS-LOGICAL (2BBUF);
FWRITE (COM” TERM, BUF, ~LEN, %320);
RESPONSE ;
END;
END;




AFPENDIX 3. VPRINTSCREEN Procedure.

This procedure prints the screen contents to a file named
FORMLIST on device LP. Escape sequences and control
characters are stripped out of the data before printing.

PROCEDURE VPRINTSCREEN (COMAREA, PAGECTL);
INTEGER ARRAY COMAREA;

INTEGER PAGECTL;

BEGIN

ARRAY BUF (0:2047); << LBCAL 1/0 BUFFER >>
BYTE ARRAY BBUF (%)=BUF;
LOBICAL LOCAL’FILE := FALSE;
BYTE POINTER BUFCHAR,
L INECHAR;
INTEGER LEN;

EQUATE LF
CR
RS
ESC

10,
13,
18,
273

DEFINE COM’STATUS
COM” PRINTF ILNUM
COM’ FILERRNUM
COM* TERM

COMAREA#,

COMAREA (35) #,
COMARERA (36) #,
COMAREA (48) #;

INTRINSIC FOPEN, FREAD, FWRITE, FCHECK, FCLOSE;

SUBROUTINE READ’ SCREEN; << READ SCREEN CONTENTS >>
BEGIN
MOVE BBUF := (27,"X",27,"d"),2;
LEN := TOS-LOGICAL (9BBUF);
FWRITE{(COM’ TERM, BUF, —-LEN, %320);
LEN := FREAD(COM’ TERM, BUF, —4094);
IF <> THEN
BEGIN
FCHECK (COM? TERM, COM?FILERRNUM) ;
IF COM’FILERRNUM<>31 THEN COM’STATUS := 1403

END3
IF LEN>O THEN LEN 2= LEN-1; << STRIP TERMINATOR >>
BUF (2047) := [8/27,8/"W"1; << RESTORE FORMAT MOBE >>
FWRITE (COM’* TERM, BUF (2047), -2, %320);
MOVE BBUF (LEN) := (CR, RS); << SET STANDARP TERMINATOR >>

END3



SUBROUTINE FILE®ERROR;

BEGIN .

IF COM’STATUS< >0 THEN RETURN;

FCHECK (COM” PRINTF ILNUM, COM”FILERRNUM) ;

COM’STATUS := IF COM”PRINTFILNUM=0 THEN 190 ELSE 191;
END;

SUBROUTINE START’FILE; << OPEN COM’PRINTFILNUM >>
BEGIN

IF COM?PRINTFILNUMC >0 THEN RETURN;

MOVE BBUF = "FORMLIST LP "3

COM’PRINTFILNUM := FOPEN(BBUF, %307, %4, -2%1, BBUF(9));

IF COM’PRINTFILNUM=0 THEN FILE”ERROR

ELSE LOCAL’FILE := TRUE;

END;

SUBROUTINE PRINT’LINE; << STRIP CONTROLS AND PRINT >>
BEGIN o
9BUFCHAR := 3BBUF;
WHILE LINECHAR<>CR DO
IF LINECHAR=ESC THEN ' << ESCAPE SERGUENCE >>
IF "&"<{=INTEGER (LINECHAR(1))<="%x*" THEN
DO JLINECHAR := QLINECHAR(1)
UNTIL "3"<=INTEGER (LINECHAR(-1))<="Z" OR
LINECHAR=CR
ELSE JLINECHAR := JLINECHAR(2)
ELSE
‘ IF LINECHAR<"™ " THEN @LINECHAR := JLINECHAR(1) -
ELSE
BEGIN
MOVE BUFCHAR 1= LINECHAR, (1),1j
ALINECHAR := T0OS;
@BUFCHAR := TOS;
END;

ILINECHAR := JLINECHAR(1); << SKIP CR >>
LEN := LOGICAL (IBUFCHAR)-LOGICAL (2BBUF) ;
FWRITE (COM* PRINTFILNUM, BUF, -LEN, %40);

IF <> THEN FILE’ERROR;

END3;
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SUBROUTINE END’FILE;
BEGIN
FWRITE(COM?PRINTFILNUM, BUF, O, PAGECTL); 4£< DO PAGECTL >>
IF <> THEN FILE’ERROR;
IF LOCAL’FILE THEN << CLOSE IF OPENED HERE >
BEGIN
FCLOSE (COM” PRINTFILNUM, O, O);
COM’PRINTFILNUM = O
ENDs
END;

<<
HERE IS THE MAIN LOGIC OF VPRINTSCREEN

>>

IF €COM’STATUS< >0 THEN RETURN3; << JUST LIKE VFLUS >>
START’FILE; << OPEN COM’PRINTFILNUM >>
IF COM”STATUS< >0 THEN RETURN;

READ” SCREEN; << READ SCREEN CONTENTS >>

IF COM”STATUS< >0 THEN RETURN;
ILINECHAR := QBBUF;

DO PRINT’LINE << CLEAN AND PRINT LINES >>
UNTIL COM’STATUS< >0 OR LINECHAR=RS;

END"FILE; << CLOSE FILE IF OPENED HERE >>
END;
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Making The Most
Out oOf
Self-paced Training For 0ffice Software

by
Simon Cintz
Information Networks Divison
Hewlett-Packard

Training people in the use of office software is one of
the major stumbling blocks to successful office
automation. This paper discusses how self-paced
training, which is available for many Hewlett-Packard
office software products, can help solve this problem.

Benefits and Costs of Training

Training for office automation has become a major concern
for many companies that use computers in the office. If
people are trained to make effective use of hardware and
software, they can dramatically increase their
contribution to their company’s success.

The solution to this problem is also well known -
* MORE TRAINING
* BETTER TRAINING

Most people will agree that more and better training
means more successful people and therefore a more
successful company. So - why aren’t companies solving
the problen? There are two reasons:

1. TRAINING TAKES RESOURCES. Training must
compete with other company needs for necessary
resources. Put simply, training often ranks
last on a company’s list of priorities.

2. TRAINING PROGRAMS ARE POORLY PLANNED. The
resources available for training are often



misused and therefore produce ineffective
training programs that don’t deliver results.

These two problems are often related. Poorly planned
training programs often cost the most money. I believe
that good training is also efficient training and
therefore costs less.

The Solutions - PLANNING and SELF-PACED TRAINING

Since few of us have complete control over the resources
our companies will devote to training, we have only one
workable alternative -- make sure that the training
program we do have is the best that our available money
can buy.

This is a planning of resources problem. If you are
going to have successful training that’s cost effective,
you must PLAN your training program. If you are
unwilling to spend the time to properly plan your office
automation training program, you won’t solve the problem
-- it’1ll get worse.

Self-paced training that is currently available for HP
office software products can be your ally in planning a
successful program. HP has a number of self-paced
training materials that are targeted at office personnel.
Making effective use of profe551onally developed and
already available training will give you the most for
your training dollar.

The remainder of this paper will discuss how to PLAN your
training program and make the best use of SELF-PACED
materials available from HP.

The Basic Steps

First, let’s outline the basic steps to properly plan
your office software training program. We’ll then
discuss how to accomplisn each step, with an emphasis on
making the most of the self-paced materials that are
available frcin Hewlett-Packard.

1. TIdentify departmental training needs.

2. TIdentify audience learning needs.




Set departmental training goals/objectives.

Identify resources available for training.

Choose appropriate presentation modes.

3

Y

5. Outline the training program.

6

7 Implément the program. -
8

Evaluate and revise the program.

STEP #1 -- Identify departmental training needs

What does your department need to do with office software
in order to be successful?

The answer to this question is usually -- "IT DEPENDS".

Find out what IT depends on. Usually, different people
need different skills. Be specific - identify what
different people need.

For example, if your office has the HPEASYCHART graphics
package, find out who uses it and who needs to use it.
You may find that managerial personnel need the package
to get a quick look at how certain data may be best
presented. They are not interested in learning how to
operate the plotter to produce charts. They don’t want
to know about paper pens and transparency pens. On the
other hand, clerical personnel may need to know this
information so that they can successfully produce a good
looking transparency for their boss’s presentation.

In identifying your department’s training needs, you or
someone you designate must become familiar with the
office software product for which training is needed.
Don’t depend completely on current users to know the
important product features. Many times current users
don’t know the range of product features because they
have never received training on it. Don’t lat the blind
lead the blind. Have someone take the time to rind out
how the product features best fit into your department’s
work environment. If you need help with this task,
consider using the consulting services that
Hewlett-Packard can provide.

Be thorough in idehtifying your departmental needs
regarding a software product. A training program that
starts out with the idea that everyone needs to know



everything about a product is doomed to failure.
Trainees will find it a waste of their time. You will
find it a waste of your limited resources.

STEP #2 -- Identify audience learning needs

This is a crucial step and is often overlooked. We don’'t
train wordprocessors - we train PEOPLE who do
wordprocessing. People have needs in a training program.
If you don’t address the human aspect of training, you
will find it much harder to get the desired results.

There are three major training audiences in office
automation:

* PROFESSIONAL - These are the technical business
experts. They depend on office
software to analyze and represent
information.

* MANAGERIAL - These are the decision makers and
supervisors. They depend on accurate
information and good communications.

* CLERICAL - These are the people that handle the day
to day routine of the office. They’re
efficiency, or lack thereof, greatly
impacts office productivity.

These may not be distinct groups and an individual may
fall into more than one of these classes.

These audiences have many similarities and differences in
their training needs. Here are some of the more
important similarities and differences that you may find.

Similarities

1. Most office people are uncomfortable with
computers at first. BUT "uncomfortable" is
often just a synonym for "untrained". Good
training will solve most of this problem.

2. Most office people don’t understand computer
jargon. Saying a "file is out on disc" is
meaningless to someone who doesn’t know what a
file is or what a disk is.



3. Most people need guidance and structure when
learning a new skill. If left to their own
devices in learning a new tool with which they
feel uncomfortable, many people will be
unsuccessful, regardless of how intelligent
‘they may be.

Y. Most people like to be recognized and rewarded
for their accomplishments. Sometimes these
rewards are intrinsic ("I’'m doing a better
job.") and sometimes these rewards are
extrinsic (increased salary or status). Your
training program should help people achieve the
rewards they desire, whether intrinsic or
extrinsic.

Differences

1. Managers and professionals are more likely to
consider the terminal keyboard a problem. Some
of them don’t "type".

2. If learning takes place in a group setting,
people usually like to be with their peers.
When one learns, one usually makes mistakes.
Socially, we are better able to deal with our
imperfections amidst those of our own social
standing. A mistake seems more "foolish" if it
is observed by those of higher or lower status
than the person making the mistake. Avoid
mixing your audiences in group learning
situations. There are no hard and fast rules
in this area and it all depends on the
individual people you are training.

STEP #3 -- Set departmental training goals/objectives

Once you know what your department and audience need, you
can set realistic training géals and objectives relative
to the software.

The objectives should be departmently oriented. For
example,

"All new department secretaries will begin an HPMAIL
training program within their first week of
employment."




"All department personnel will be able to send and
receive simple messages using HPMAIL."

"Each sectretary will know how to use the ’designate’
function in HPMAIL to manage their boss’s HPMAIL
correspondence. "

Naturally, objectives should be specific, observable, and
measurable.

Once you’ve got your objectives together you need to make
sure that you have agreement from the people in your
department that the objectives are indeed appropriate.
Make sure you have the right objectives for your work
environment and your audience. It’s a waste to have a
good training program that teaches the wrong things to
the wrong people. Don’t make this mistake.

STEP #4 -- Identify resourses available for training

Now that you know what you want to accomplish, you need
to find out what resources are available to accomplish
the task. Resources can be obtained internally or
externally.

Internal resouces include:

** People - instructors, mentors, managers, course
developers, etc.

% Money - to hire consults, instructors, purchase
materials, etc.

** Equipment - terminals, cpu time, account space,
audlo-visual materials, classrooms,
etc.

** Time - How much time can people spend in training?
How much time can you spend designing your
training program?

Since individual internal resources vary considerably, it
would not be fruitful to discuss their use in detail in
this paper. It’s enough to say that you should try to
get as much as you can and use it wisely.

The major external resource you have is Hewlett-Packard.
HP provides some the of the best self-paced training



materials and office support services in the industry
today.

Some of these materials are free with the purchase of the
software product. Others can be purchased for a few
dollars (tutorial manuals) or a few hundred dollars
(self-paced training programs).

In addition to self-paced materials, HP also provides
classroom courses and consulting services that are
designed to help you build a better training program.

Let’s take a closer look at some of the resources that HP
can provide. If managed properly, they can become the
key to a good office training program.

** On-line Interactive Training - this is the least
expensive and one of the most effective training
teols that HP provides. Some of HP’s office
products automatically come with this training.
For these products, there is no need to purchase
separate training materials and everyone who has
access to a terminal has access to the training.
You don’'t need a separate copy for each student.

** Tyutorial Manuals - these are also low cost items
and very effective if used in a structured
environment. They take the user through the
basic features of a product.

** Reference Manuals - these can be used as part of a
training program, but generally do not make good
training materials in themselves.

** Self-paced Training Packages - These are complete
training programs that usually cost a few hundred
dollars each. Don’t feel restricted by the word

"Self-Paced" -- many of these materials are ideal
for use in more structured classroom or tutorial
settings.

% Classroom Course (offsite) - HP offers classes at
its offices around the world. Classes for office
software users are designed to be taken by
non-technical people. Often these classes are a
good way to train those people who will become
your lead office trainers.

*#* Classroom Course (on-site) - HP will provide an
instructor and materials for classes given at
your location. This is a good way to train a
large number of key people without incurring
large travel related expenses.



** Consulting - HP has a worldwide support
organization that can provide individual
consulting and instruction to your company.
These people can help you design your training
program and train key people who can then train
others.

Not all of these resources are available for all HP
office software products. Ask your HP sales
representative what is available for the particular
office software products in which you are interested.

STEP #5 -- Outline the training program

If you’ve completed the previous steps, you should be in
a good position to outline a training program.

Training programs vary as widely in scope as do the
companies that use orffice software. Some programs
involve the training of hundreds of people on many
different aspects of office software. Others are
targeted at a few individuals who use one or two office
products.

I will not attempt to discuss this great variety of
possibilities. Instead, I will focus on those programs
that make use of the self-paced materials that are
available from Hewlett-Packard. These materials have
application in a wide variety of situations and can be
used by companies large and small.
Use the following steps in outlining your training.
1. Lay out the pieces. You now know:
* Departmental Training Needs
* Audience Training Needs
* Departmental Goals/Objectives
* Available Resources - Internal and External
2. Take a close look at the self-paced materials that
are available for the products on which you wish

to train. Better yet, take the training yourself
and experience it first hand.




You will find that the training is professionally
developed and covers the most commonly used
product features. You’ll get a feeling for how
long it takes to do the training and what, if any,
supplementary materials are necessary for your
particular department.

Look at the training from the perspective of your
departmental goals and objectives.

If you have a large audience, segment it.
Different people need different training. Here
are the more common audience divisions:

* managerial, professional, clerical

* some experience with computers vs. no
experience

* new employees vs. existing employees

* users of one software product vs. another

Ask yourself who needs what portions of the
self-paced training.

Look at the training across software products.
Every user, regardless of product, may need a
simple introduction to the HP3000 computer.
Identify those areas of overlap and
differentiation.

Look at the training across time. Don’'t try to
teach everything to everyone at once. A person
needs time to assimilate new information and new
skills. Some skills need to be taught
immediately, others can wait or be provided on an
as needed basis.

Take another look at the self-paced training that
is available and organize it into an outline that
addresses the following questions:

A. Who will be trained? -- Which job
categories will require the training?

B. What will they learn? -- What topics
(skills) will be taught?



C. How will they learn it? -- Which modules
of the self-paced materials will be used
to teach what? What materials, if any,
do you need to develop on your own?

D. In what order will they learn it? -- What
skills are most important? Which of
these need to precede the learning of
other skills?

E. When will they learn it? -- What is the
training time line?

Your outline is complete once you have mapped out how the
self-paced materials will be used in your training
program. An example of a hypothetical training outline
for HPMAIL is given in Attachment A at the end of this
paper.

6. STEP #6 - Choose appropriate presentation modes

You now have an outline of the training program. All the
pieces are identified and fit into your department’s
goals and objectives. Now you have to decide the best
way to deliver the training to your staff. This aspect
is dependent on the internal resources that are available
and, of course, your needs.

There are three major presentation modes for implementing
self-paced training programs:

1. Unmonitored Individual Learning - The student is
given the materials and told to learn them on his
or her own. No supervision is provided.

This approach 1is unlikely to be successful with
very many people. Most individuals who are
handed a set of materials to learn see this as a
secondary task to their other job
responsibilities. Most of them will find it
difficult to .tart, much less complete, a
training program that provides no guidance or
allocates no time specifically for training.

2. Monitored Individual Learning - The student is
given the materials along with a written program
that specifies what is to be done and when it is
to be done. A person is assigned to track the
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students progress. An experienced user of the
software is available to answer questions. Test
materials may or may not be used.

This approach requires more planning than the
unmonitored approach, but is much more likely to
succeed. The student knows what 1is expected and
when it is expected. An experienced user
(mentor) is available to help with problems.
Someone is responsible for tracking progress
(training supervisor).

Test materials at the end of each unit are
desirable but not necessary.’ Tests can be easily
replaced by "do-ables" -- skills that can be
demonstrated by some use of the software. For
example, after a student has completed the
distribution list section of the HPMAIL training,
he or she may be asked to send a short message
using a distribution list. A copy of the message
can be sent to the person who is responsible for
monitoring the training program.

This plan usually requires that you develop a
short guide or checklist that directs the student
through the appropriate materials at the
appropriate time.

3. Small Group Tutorial - Students come to a "class" to
use the self-paced materials. An instructor is
present to direct the use of the materials,
answer questions, teach, and evaluate progress.

This is an excellent way to use the self-paced
materials if you have the necessary resources.
This method usually requires that someone be an
instructor during each training session. It also
requires that a small instructional area be set
up with the necessary terminals and copies of the
self-paced materials.

Choose the implemenation mode that is best suited to your
needs and resources. Mix modes if desired. A training
program can start out as "Small Group Tutorial" and
finish up as "Unmonitored Individual Learning".

Take another look at the various support services that
Hewlett-Packard provides. If you need to train specific
key instructors or mentors you may wish use HP classes or
consulting.

11



A hypothetical example of a training guide for HPMAIL is
provided in Attachment B at the end of this paper. It
demonstrates the "Monitored Individual Learning"”
approach.

STEP #7 - Implement the program

The next step is to implement your training program. I
will not discuss this aspect because it varies depending
on the program, its size, the company, and the people you
are working with. The important thing to remember is
that all the key elements of your program must come
together at the right time and place - funds, materials,
equipment, management support, instructors, mentors,
ete..

STEP #8 - Evaluate and revise the program

Once your program is operating you need to begin
evaluating its success. Program evaluation should be
done relative to the goals and objectives that you first
set out. If the objectives are specific, observable, and
measureable, you should be able to determine the success
of your program.

It’s unlikely that your training program will be 100%
successful from its first day. Evaluation of your
program relative to your objectives will help you
identify those procedures that are in need of revision.

Advantages

You will find that using the previously described method
for developing your training program has the following
advantages:

1. Your program is designed around professionally
developed, high quality training materials.

2. Your program is truly suited for your department’s
needs.

3. You’ve lowered costs by using already available
materials.




4. You’ve increased people’s job satisfaction because
you have made it possible for them to be successful
with new tools.

5. Your department is more successful because your
people are making the most out of hardware and
software that is designed to improve their
productivity.

Some DOs and DON’Ts

Keep the following list of DOs and DON’Ts in mind while
planning and implementing your training program.

* DO tell people why learning a new tool will help
them be more successful in their jobs. Sell
your trainees on the importance of the product
and of the training before they begin learning.

* DO get management support and commitment for your
training program. Management can help by
providing trainees with the positive incentives
they need to learn a new tool.

* DO use successful peers as role models for new
trainees. Success can be contagious if the
trainees have contact with the right people.

* DO provide on-going technical support after the
training program is finished. Trainees need an
on-going commitment to their success.

* DO allow people time to take the training. Allocate
the necessary time for the trainee to do the
training without interruptions from his or her
normal work activities.

* DON’T rush the trainees by trying to do too much in
too little time. It is better to do a few
things well and slowly than to do everything
too fast and poorly.

* DON’T be too quick to blame your trainees for a less
than successful program. If your program is
having problems, review the program throughly.
Blaming the trainees is not the solution.
Change what you can; change the program.

9
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A final word

Office personnel have recently received much "bad press"
regarding office automation. Many times the
slower-than-desired pace of office automation is blamed
on people who are "slaves to 0ld ways" and "afraid of the
computer".

I believe this is a great overstatement of blame. It is
true that people are slow to change but is also true that
people are very accepting of change if it is perceived as
BENEFICIAL and ACHIEVABLE. Much of the blame for the
slow pace toward office automation falls on the shoulders
of those who fail to provide proper training, or worse
yet, no training at all.

Most people need assistance in learning new skills. Our
failure to get people to use the computer as a tool is
often because we focus so much on the machine that we
forget the person using the machine. People need
training. They need good training. It is our
responsibility to make sure we provide this vehicle for
their success.

9
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Attachment A

HYPOTHETICAL TRAINING OUTLINE FOR HPMAIL

(22 EAXE AR XX SRR RE S RESR SRS X R 22}

Audience: Clerical

Necessary Materials: * HPMAIL Interactive Training
(on-1line)
* HPMAIL Reference Guide
(booklet)

Prerequistes: * Simple familarity with the HP3000
(The Guided Tour - Module 1)

* Simple familarity with the terminal
(The Guided Tour - Module 1)

PHASE I - Introduction

(approximate time: 2 hours)

Topic: What is HPMAIL and why is it important in
this company.

Materials: None. Experienced user discusses HPMAIL
with trainee and gives short demo.

Topic: Sending and Receiving Simple Messages
Materials: Module 1 of HPMAIL Interactive Training

Topic: Setting Passwords

Materials: Module 5 of HPMAIL Interactive Training

Topic: Using Distribution List Functions

Materials: Module 2 of HPMAIL InteractiQe Training

9
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PHASE II - Editing and Filing Documents

(To be done one or two weeks after PHASE I
is completed. Approx. Time: 1 hour.)

Topic: Editing Text Documents
Materials: Module 4 of HPMAIL Interactive Training
(If already familiar with terminal
editing keys, only Lesson 2 of this
module is necessary.)
Topic: Filing Documents

Materials: Module 3 of HPMAIL Interactive Training

PHASE III - Tracking and Cbpying Documents

(To be done one to two weeks after PHASE II
is completed. Approx. Time: 1 hour.)

Topic: Tracking Documents
Materials: Module 6 of HPMAIL Interactive Training
Topic: Copying Documents

Materials: Lessons 1 and 2 of Module 7 of HPMAIL
Interactive Training

PHASE IV (optional) - Advanced Functions
(These topics can be done on an as needed basis.)
Topic: Handling MPE files

Materials: Lesson 3 of Module 7 of HPMAIL
Interactive Training

Topic: Sending Packages

Materials: Lesson 4 of Module 7 of HPMAIL
Interactive Training

Topic: Autoanswer and Autoforward Functions

Materials: Section 8 of HPMAIL Reference
Guide

9
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Attachment B

The following is an hypothetical training guide for PHASE
I of the previously outlined HPMAIL training program.

The audience is clerical personnel and the mode of
presentation is "Monitored Individual Instruction".

HPMAIL Training Guide
PHASE I

IAA 222222222 XX RE;

Trainee Name: Ext:

Department: Supervisor:

Is Trainee registered as a HPMAIL user?
Have prerequistes been completed?

Date Phase I training started:

Date Phase I completed:

If you have questions about the training, call:
(Training Supervisor)

If you have questions about using HPMAIL, call:
(HPMAIL mentor)

The following is a training guide for learning HPMAIL
which is our office’s electronic mail system.. There are
four phases to the training program:

1. Introduction (approx. 2 hours)

2 Editing and Filing Documents (approx. 1 hour)

3. Tracking and Copying Documents (approx. 1 hour)

4 Advanced Functions (optional)
This guide will take you through the first phase of the
program - the Introduction. Please follow and complete
each step as directed.

/
v Check off each item as you complete it.




#1 (10 - 15 minutes)

Go see your HPMAIL mentor for a brief
introduction to HPMAIL. He/she will show
you how to run the Interactive Training.

Write down the command for running the
training:

#2 (30 - Y40 minutes)

Run the training at your terminal.
Do lesson 1 in module 1.

Exit the training program.

Sign-on to HPMAIL using your own
name and read the message(s) you have.

Exit the HPMAIL program.

(If you have problems, call your HPMAIL
mentor for help.)

#3 (30 - 40 minutes)

Run the training again. Do lesson 2
in meodule 1.

Read the Summary in module 1. Get a
paper copy of the Summarry at the printer.

Exit the training program.

Sign-on to HPMAIL and send your Training
Supervisor a short messsage.

Print a copy of cne of your IN TRAY messages
and attach it to this training guide.

Exit the HPMAIL program.
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STEP #4 (5 - 10 minutes)

Run the training again. Do module 5.
Exit the training program.
Sign-on to HPMAIL and set up a password

for your mail. IMPORTANT - Don’t forget
your password!!!

i

£ic Ttne HFMAIL program.

Sign-on to‘HPMAIL again. You’ll be asked
for your password.

Exit the HPMAIL program.

STEP #5 (20 - 30 minutes)

Run the training again. Do all of
module 2.

Exit the training program.
Sign-on to HPMAIL.

Set up a short distribution list, include
your Training Supervisor on it.

Send a short message to this new
distribution 1list.

Exit the HPMAIL program.
Call up your HPMAIL mentor and ask

him/her what distribution lists
are used in the company.

You have now completed PHASE I of your
HPMAIL training.

Take this completed guide to your
Training Supervisor.
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Security issues: How secure is YOUR system?
Doug Claar, programmer analyst
Hewlett Packard, Computer Systems Div.

Many new computer users implicitly expect that the
computer which they are using is private and secure. System
managers understand that this is a fallacious assumption, as
they are able to access everything on the system. What system
managers often do not understand is that they are not always
the only ones with access to the entire system. Unless a
system manager consistently stays on top of system security,
that security quickly evaporates, but if. typical security
breaching techniques are known and understood, appropriate
steps can be taken to foil takeover attempts and restore
secure status to the system. It is essential, then, to first
understand what a system invader has to go through in order
to take over a system to be able to effectively combat
security violations. Reformed burglars are said to make the
best security experts, and the same might be expected of
computer security experts: those who have broken into systems
are best able to specify the countermeasures that would have
worked against them.

Before discussing some typical security Dbreaching
techniques, a disclaimer is in order: neither the author nor
Hewlett Packard {especially Hewlett Packard!) condone
unauthorized access of computer systems or of any data
thereon. The breakin techniques are described strictly in
order to discuss the appropriate counter-measures.

To better understand the techniques described later, it
is helpful to present the EDP environment in the Computer
Systems (CSY) R&D 1lab: Although the attitude is perhaps not
universal throughout Hewlett Packard, in the Computer Systems
(CSY) R&D area everyone 1is encouraged to wutilize the
computers as much as possible. Employees using tie 3000
(even for personal projects) inevitably benefit the company.
People are allowed use the 3000 (to write papers, do homework
or whatever) on their own time, and are encouraged to look
for ways to use it on the job. HP benefits from more
sophisticated users, and from the programs written by those
users. It 1is a natural outgrowth of this attitude to not have
strict security, but as more sensitive information makes its
way onto the lab 3000s, this attitude is changing.
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A 3000 can be as secure or as insecure as it’s
management desires. In the past it was argued that 1lab
systems should be low in security, since the machines were
strictly R&D--no accounting, payroll, or management
functions. It is only recently that the realization has
begun to dawn that security is as important for us as it is
for our customers. The installation of about fifty dial-in
lines has been the impetus for tightening security on the R&D
timeshare machines. In addition, as CSY’s computer literacy
push bears fruit, more people are using the systems for moere
sensitive data. As an example, several secretaries are
beginning to type employee evaluations on the system. EDP
has assumed the responsibility of providing the greater
degree of security that such users require and expect and of
educating them about any requirements placed on them for
security of their data. The Jjob is not nearly complete
(especially in the area of user re-education), but work is
progressing steadily on providing a secure environment for
all users.

Although most 1lab systems have traditionally had low
security, there have always been one or two secure labs
systems: those whose system manager or other responsible
person was individually concerned with security. The system
managers on these systems have made it their job to try to
get past each other’s security schemes, and most of the
techniques covered come from that source. Today, their
solutions are finally beginning to be put into use lab-wide.

Security solutions must deal with the question of what
system security is. From the unauthorized user’s point of
view, system security is "what is in the way". To get around
security, this user must accomplish three key objectives,
which are to get onto the system, to work into a positien of
power, and finally, to 1leave the pieces 1in place to
facilitate repeated re-entry. From the System Manager’s point
of view, security must consist of making each of .these
objectives as difficult as possible to attain. Let’'s look at
some techniques for achieving the unauthorized wuser’s
objectives, and then at ways to block these techniques.

The first requirement for getting "into" a system is to
get "onto" it. There are several potential weak spots, with
perhaps the most obvious being facility, company or MPE
common user IDs. For example, at CSY, almost every system
has, in addition to standard MPE IDs, a DS user ID (for DSing
through to wnother system), an I/0 utility 1ID (for
transferring spool files to a system with an EPOC on it), and
an electronic mail ID (for remote HPMAIL users). It 1is
likely that many if not most computing centers also have some
type of common user ID--perhaps even for demonstrations.
Although these accounts may not have any special abilities,
they provide a foothold (or beach-head) from which to launch
an assault.
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A second potential weak spot is user IDs from adjacent
systems, especially if those systems are DSed to the target
system., Often, legitimate users will have the same user IDs
and passwords on adjoining systems for their own convenience.
Assuming the user’'s ID and password can be discovered on one
system, the adjacent system can also be penetrated.

Should both of <the aforementioned methods prove
fruitless, there are still other techniques available to the
determined intruder. One time-honored technique is to 1look
for user IDs among discarded 1listings or at unattended
terminals. An example of this is when one of the college
students we hired for the summer came back the following
summer and found all his capabilities gone and his terminal
hooked to one of the more secure lab 3000s. After challenging
him to get back the capabilities, I was called away from my
desk. While I was gone, he simply walked over and upped his
capabilities from my terminal. The moral is: people are the
weakest link in any security scheme. User carelessness must
be combatted by education as well as top level techniques.
Users, especially those who require special capabilities,
must be convinced that leaving terminals logged on 'is 1like
leaving a car running, and should be accompanied by close
supervision. (If connect time is billed, ¢this point is
probably easier to make).

Because any user must first get onto the system in order
to do anything, an obvious first administrative step in
combatting unauthorized use 1s to limit access to only those
who should be on the system. There are several things that
can be done to limit access: eliminating or severely limlting
common user IDs is a good first move. For example, the three
common CSY user IDs mentioned earlier can all be restricted
so that they are able perform no other function than their
intended one. Looking at a specific example, it can be seen
that, in the case of the DS ID (which is intended only for
people using DS to get to another system on which they have
an account), that systems which are at the end of a DS line
do not need this ID, and that those which do require it could
limit it to DSLINE, REMOTE, 'and perhaps FILE commands. The
limitations can be accomplished with a UDC that aliases all
other MPE commands to either a no-op or a logoff, with
operator and system log indentification. (If CONSOLE logging
- is turned on, a simple TELLOP will notify the operator and be
recorded in the log).

Other common 1logons can be analyzed and controlled in
the same manner: decide what the 1logon was designed to
accomplish, and disallow everything else. Be aware, however,
that some programs and subsystems, such as TDP, allow the
user almost full MPE functionallity without the restrictions
of UDCs. These programs are more troublesome to control, and
should thus be disallowed to common (transient) users
whenever possible. In general, it is not a good idea to allow
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any form of the run command in this environment: In the case
of electronic mail at CSY, having users type "HPMAIL", a UDC
in which the break key won’t work, is much simpler--and
safer--then having them type "Run HPMAIL.HPMAIL.SYS".

MPE common users need not be a problem either, even if
operators are not on duty at all times. At CSY, all .S¥S
users have a UDC which prevents their use from any location
other than certain specified terminals. In addition, the
Operator.Sys UDC disallows STORE, RESTORE and many other
functions (including SETCATALOG!). Because engineers must be
able to bring a system back up on the weekend (instructions
are posted on each system), Operator.Sys has no password: its
home group has, however, been changed to LOGON, a group
created with virtually no capablilities. Because passwords
tend to "leak" out, the passwords for Manager.Sys and the
pub.sys group are changed frequently. To facilitate this, a
program has been written that changes the password, if any,
contained in the first record of a group of files specified
by the program user. Surprisingly fast, this program makes
password changing much 1less traumatic and time consuming.
(This program, named NEWPASS, will be available on the swap
tape, but--1like everything on the tape--it is not
guaranteed).

Assuming that an intruder has been able to log onto the
system, their next objective is to move to a position of
power. There is no (known) way to bypass security using only
standard user capabilities, but that does not mean that the
person breaking in needs higher capabilities: only that
someone else has "left the keys in the ignition". In fact,
the ideal situation for the interloper is to find, or leave
behind, a ‘'"superman" program (one that gives '"super"
capabilities) in some innocuous place, and then in the future
only log on as a mild-mannered, common user. To plant such a
program, (if one can’t be found) what capabilities are
needed? Obviously, either System Manager (SM) or Privileged
Mode (PM) would work quite nicely, but since those
capabilities are usually guarded very well, what else might
help? System Supervisor (OP) capability will also work, since
a user with this capability can restore any file anywhere and
can also dump the account structure. Account Manager 1is
useful only if the account has OP (system supervisor), SM
(system manager) or PM (privileged mode). A .sys logon is
useful because files can be restored into .pub from any
user.sys, even with only standard capabilities. By the same
token, any user within an account can restore to any group in
that account, allowing non-privileged users to restore a file
to (someone else’s) privileged group. Of course, the other
user will wonder where the file came from, so it is a good
idea eventually leave the program in a group with loads of
files, or in pub.sys with a name like "HIOCARD2".




10 - 5

There are several ways to conduct the search for power.
The most obvious (and usually most fruitful) begins with a
listf and a knowlege of what people tend to call things. It
is amazing the number of people who will call a capability
program "CAPS", "GETCAPS", "SM", "SUPERMAN", "PRIVS", or the
like. In addition, people tend to identify stream jobs with
a J or S, and since MPE requires the passwords be in the
file, access to stream job files can be very "helpful" to the
intruder. A third group of "useful" files that tend to be
named similiarly are UDC files, although these file names can
often be found more directly from command.pub.sys. The key
point is that meaningful file names can be a two-edged sword:
both users and abusers can benefit. Programs that store user
and account information on disk are especially dangerous:
meaningful file names here can be disasterous if the program
accidently (or purposely) 1leaves the files behind. For
example, .a programmer at CSY wrote a utility program that
read the account structure from one 3000 and formatted it
onto a stream tape so that another 3000 could have the same
structure. The program worked fine, with one minor flaw: it
left three files--TACCT, TUSER and TGROUP--on PUB.SYS with
account, user and group information (including passwords) in
them. This program made it all the way to Boise and Fort
Collins before its '"feature" was realized. Taking advantage
of mnemonic names is simply one example of a way to get into
a position of power. There are doubtless many others.

System managers must of course be responsible for their
own logon, but also ultimately much more: the entire system.
The System Manager must administer all data pertaining to the
system, all access paths to the system, and all capabilities
on the system. The most critical data pertaining to the
system can be found on the SYSDUMP tapes: a complete sysdump
tape set is the system--in terms of everything but physical
hardware (which plant security hopefully monitors). Sysdump
tapes should not be available to general public: they should
be locked up and, if a file needs restoring, EDP .should do
it.

The access paths to the system should also be controlled
as much as possible. Although hardwired terminals may require
monitoring, phone and DS 1lines are probably more of a
concern. Analysis of these paths should include the
identification of who uses them, and why. If, for example, a
DS 1line’s purpose is to allow the users of one system to
access a central resource, then the DS line should be made
one-way by eliminating the virtual terminals DS users need in
order to log onto the system. If there is occasional two way
access, then steps should be taken to insure that
communication 1s limited to those who should be using the
line.

System logging, along with some type of data férmatter
to print appropriate parts of the log, can be used to monitor



those who log on to either phone or DS lines. There are
several contributed library programs that crunch log files,
and if those aren’t suitable, the system manager manual
provides log file format information for do-it- yourselfers.
(A rather inelegant but simple program used on one of the CSY
systems will again be available on the swap tape as LISTLOGF
(with the standard "no support" proviso).

To control those who log on by either phone or DS lines
requires some way of knowing what LDEV 1is being used. A
popular way to do this is to set up a UDC that executes every
time anyone logs on. This logon UDC, which should not allow
the user to break, or to see the UDC definition, can simply
execute a security program and log the potential user off if
all is not kosher. Because a program has access to MPE
intrinsics, it can determine if the user is ceming from an
LDEV that is defined as DS or dial-up, and can then ask for a
password, or just deny access altogether. Besides testing for
phone or DS lines, the program can also test for many other
conditions: CSY’s program also tests for Operator.Sys and
LDEV 20 (they must occur together). Once again, this program
(and associated UDC) will be made available on the swap tape
as "STARTUP".

Finally, 'capabilities of legitimate users of the system
must be monitored and controlled, as those users will also
often see how far they can get on their own system. Thus,
after dealing with the outside world, it is time to 1look
inward at protecting users from each other and themselves.
Although this is an area in which most system managers have
much expertise, it will not hurt to point out several things
to watch for. If any users with privileged mode are allowed,
they should reside in an account separate from non-privileged
users, with |user, group and account passwords. Treat
privileged mode as if it were radioactive or highly
explosive--it is! Remember that OP capability allows
unlimited store, restore and sysdump capability. Also, why
create .SYS users who can then restore into PUB.SYS? There
has to be another place for that user to go. Be constantly on
the lookout for new privileged mode programs, user, groups or
accounts. Use the list of standard MPE files provided in the
communicator to verify which files should be in the SYS
account. Use LISTDIRZ to verify that LISTDIR2 has not been
released: secure it if it has.

Two programs used at CSY to keep tabs on on privileged
mode are included on the swap tape. Neither are
fantastically elegant, but they both work. The first,
LISTFPM, looks for files that require PM capability to run.
At CSY, we stream a Jjob, included on the swap tape as
LISTFPM.JOB, which runs LISTFPM, 1lists the secure/released
status of LISTDIR2, and runs the log file analyzer program
(LISTLOGF). The second program, LISTUSRS, prints a formatted
listing of pertinent user and account information, with or
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without passwords. This program and its output are as
dangerous as dynamite, should be handled accordingly. Don’t
leave the listing on the printer, in a spool file, or on a
desk. Don’t even throw it away without shredding--remember,
people do look through discarded listings. If the listing is
left unattended, even while waiting in a spooler queue,
someone might copy it. And no one really wants the visibility
of having to tell users that they have to change all their
passwords because EDP blew it, or the chore of changing all
the passwords that EDP is responsible for.

It takes some time and effort to ensure a secure system,
but thankfully, there are tools available to help do the job.
Although no computer system can ever be one hundred percent
secured, the steps outlined here should make the security
fence high enough to keep the vast majority of trouble-makers
at bay, to trip up the few that get by, and to give users the
level of protection they want from all computers.

(The author 1is interested in exchanging security ideas,
horror stories, problems etc. with other 3000 users).
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SUPPLY SIDE PROGRAMMING
(Parts I and II)

by TIPTON COLE

Technical people must learn to work on business, rather than
technical, solutions to business problems. Because of our
technical tunnel vision, we spend too much time and money
developing software that does not serve the business. For
any business problem there is a solution that answers the
need at the lowest possible cost and in a reasonable amount
of time. The conscious pursuit of this solution is "global
optimization." -

The four key ingredients for global optimization are: 1)
work on the right problem, 2) optimize only where it helps,
3) optimize for the lifetime cost of the project, and U4) use
proven methods. This paper introduces each of these four
key ingredients and expands on the first. Later papers will
explain the others more completely.
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Work on the Right Problem.

Your chance of success improves dramatically when you are

working on the right problem. You can't determine what the
business needs most without asking the right questions of

the right people.

Optimize Only Where It Helps.

This point is particularly important for programmers who
spend a lot of time writing "efficient” code. We don't know
where the optimization will help until we have measured the
program performance.

A good example of our misdirected pursuit of efficiency was
the two-year quest to eliminate disc accesses. After reading
Bob Green's paper on optimizing on-line systems in the 1978
JUG Proceedings of the Denver Meeting, we immedlately sought
out and eliminated disc accesses whereever possible.
Minimizing disc accesses on the HP3000 became the watchword
of "knowledgeable'" programmers. After all, nobody knew
better than Bob Green, and he had said that reducing disc
accesses was the way to optimize your on-line programs.

At the 1980 IUG Orlando Meeting Bob presented a paper on
optimizing BATCH programs. This was a bit of a surprise for
most of us. We already knew how to optimize programs -
minimize the number of disc accesses. But Bob had actually
run the tests and made the measurements to determine the
actual bottleneck in batch programs. CPU utilization. Not
disc. CPU. As one we replied, "Oh."

Almost all of the time that we had spent trimming disc
accesses in our batch programs for the last two years had
been wasted. It may have helped a little bit, but certainly
not enough to pay for all of our effort. Bob had not led us
wrong. Beginning with the title of the first paper, all the
way through with qualifications and caveats, he told exactly
what he meant, exactly what he had measured. But we thought
we knew much more than he had told us.

We spent a lot of time "optimizing" batch programs without
any benefit to our employers or customers.

Optimize lor the Lifetime Cost of the System.

HP terminals. How many of us purchased Brand 'X' terminals

because HP terminals are too expensive? How many of us wrote
our own screen handlers because VIEW-V/3000-VPLUS was
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"inefficient" or because the terminals are too expensive? We
forgot that over the long haul our real investment is in
software. HP knows that. Their commitment to preserving
software compatibility is ome of the best reasons for
choosing them as hardware suppliers.

So we buy cheap terminals and write our own screen handler.
Later one of our system level tricks catches up to us, and
we can't use our screen handler with the new operating
system. So we have to plough into the ©ld programs to find
out how the screen handler works. The author, of course, is
long gone. Since he was concerned with efficiency, including
such things as disc space, his program doesn't have SPL
statements on separate lines. The screen handler is, in
effect, one long string.

By the time that this system is retired, measured at the end
of several years, those $800 terminals have cost us about
$6000 each.

Use Proven Methods.

Look around you. Somewhere somecone is doing a good Job.
Maybe not in your city, but Just maybe in your state. When
you find that person, DO IT THE WAY HE DOES IT. Whoever you
find, however he makes it all work, don't waste any time
getting in line to follow the leader.

If he writes exclusively in RPG, but he is getting through
40,000 transactions a day on his Series III with 256K of
memory using 40 VIEW terminals, do it his way. Until you
find someone who does it better, or you can PROVE that you
have developed a better way.

We can't Jjust rest on our current technical skills or
protect our ego or vent our biases. Our job is to get
results. To get the results in a reasonable time at a
reasonable cost.

WORK ON THE RIGHT PROBLEM

There are two immediate impediments to working on the right
problem. First, the users don't know what they want. This
shouldn't be a surprise to anyone, and it not really a joke.
They don't know what they want largely because they don't
know what is available. In many respects WE don't know what
is available either.
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Our job is not always easy. It is scarey picking out $60,000
worth of terminals, realizing that, unless you've been
talking to the right guy in the HP labs, your terminals may
be "obsolete" in six months. But by considering the
acquisition as a business decision, some of this anxiety can
be relieved.

Remember the guy who puts off buying a computer because, "I
can get it cheaper next year." Somewhere along the line, he
has to buy, or he will never get the benefits of having a
computer. At some point, regardless of possible future price
reductions, it will pay him handsomely to buy the computer
now, just to get today's job done.

While he is waiting for the best possible price/performance
on the hardware, his real problem goes begging. His business
suffers.

Our job is to work with the users to make the right business
decision, taking into account the urgency of the need, the
effectiveness of existing systems, the suitability of
existing hardware and software, cost, and our ability to put
together all of the pieces.

The users don't know what they want. What is worse, though,
is that they THINK they know what they want. How many times
have you sat down with a user, and his opening remark is
something like, "I want you to develop an order entry system
for me." And you say, saluting as you leave, "Yes, sir!" You
march back into the cubicles, and six months later you
return with his brand, spanking new order entry system. Have
you solved his problem? Do you even know what his problem
is? All you have done is give him the solution that he asked
for.

Computer programmers are, by nature, problem solvers. Most
of us are eager to please, though many of us are cured of
that after a few years. But when we start out we are eager
to please, and we really work at what we are asked to do. We
should learn to ask, "Why? Just what is it you expect to
accomplish with this order entry system?" And thereby hangs
a tale.

True Confessions.

We once had a customer. We were their third software
supplier in about two years. On our first visit, they told
us, "We want you to write an order entry system for us." We
spent the rest of the meeting talking about how to do it.
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After six months of design, programming, and meetings, we
were ready with the order entry system that met all of -their
requirements. But when they saw it run, they said, "It
doesn't look right, and anyway, we've changed our minds
about a few things."

So we went back and wrote another order entry system. When
we brought that one up, they said, "Gee, that's just what we
asked for, but, you understand, our inside salesmen don't
really like working with computers, so..."

Finally we asked the magic question, "Why? Just what is it
you expect to accomplish with this order entry system?" And
they said, "We need to get our invoices out faster. From the
time that our goods leave the dock, it takes us three weeks
to get out an invoice. The money we borrow to cover that
period costs us about $250,000 a year in interest. Frankly,
we'd rather have that $250,000 than pay it to the bank."

Well, that put an entirely different complexion on things.
They already had an inventory system. Within the inventory
system they were already collecting 60-70% of the
information needed to write invoices. All they REALLY needed
was a back-end to the inventory system to put in the
remaining 30-40% of the information needed for invoicing.
That is a very, very different job from writing an order
entry system.

Our customer had heard that one benefit of an order entry
system was that it printed invoices quickly, as soon as the
goods were shipped. He wanted his invoices quickly, so order
entry must be the ticket. He had given us the solution
rather than the problem. He thought he knew what he wanted.

But his only serious mistake was relying on us. We were the
ones who failed. It is our responsibility to find out what
the real problem is. The user knows what it is, and the only
way to get it out of him is to ask the right questions. He
cannot possibly know how to express his needs in
computer/technical terms. But if we ask the right kind of
questions, he will tell us exactly what he needs and how

.much it is worth.

Thé Fast Track.

You get some very nice benefits from asking the right
questions. Imagine the reaction the first time you sit down
with one of the vice presidents and ask him, "Just what is
the return you expect from this system? What is the net
present value of the savings from this system? Given the
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risk, is it worth the investment?" Suddenly you're on the
fast track. You'll be a manager in two months. You're
talking business to him, and he understands you.

Be careful; don't go too far. When you're really rolling
with questions on rate of return and cost/benefit analysis,
and you ask, "Is it important to make a profit in this
business?" you'll find yourself with a different set of
duties entirely.

Remember also that in almost all businesses data processing
is a cost center. You're part of the overhead. Users want to
get their work done. Business things, like payroll,
inventory, payables and receivables. They aren't in the
structured programming business or the data base business or
the block mode business or the COBOL business. They don't
care about subroutines or USL's. They just want their stuff
to work. The sooner, the better. But it better work.

In order to give them what they really want, though, we have
to translate their needs and wants into structured COBOL
programs that use the data base and the block mode screen
handler. We write subroutines and PREP USL's to get the
final result.

To make a good translation, we have to ask the right
questions.

Look Beyond the Computer.

Working on the right problem often means NOT using the
computer. Figure 1 reveals a very common mistake: working
on a computer solution for which there is no corresponding
business problem. We may be learning a lot about the
internals of MPE, or we may be learning Jjust how to get past
the snake, but these "computer solutions" may not be paying
off for the business.

Looking beyond the computer doesn't mean trying to solve
every problem with 3-by-5 cards and ledger books. It does
mean keeping your sights set on the business problem.

Take the terminal selection problem. Who gets assigned to
select terminals? The guy who wrote the screen handler?
After all, F~'s the one who knows the most about terminals.
But is this really a technical decision? What you need to
look at is the cost, from the time this project begins until
the time it is replaced, all through its life. How much does
it cost?
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Whatever the problem that data processing is called on to
solve, selection of terminals, developing a new system,
buying any software or hardware, we must address ourselve to
the underlying business needs to find the best solution.

Down time, software, support, obsolescence, money,
opportunity, efficiency. How much does it cost? Convert it
all to dollars, then compare to the cost of doing it other
ways. These are hard questions to answer. They require
technical information and informed technical judgement, but
they are business questions that require business solutions.

OPTIMIZE ONLY WHERE IT HELPS

Programmers usually want to use the newest, fastest
features of the hardware and software. We want to use SPL
because it generates the most "efficient" code on the
HP3000. This in spite of the well-known feature that a
program spends 90-95% of its time in only five or ten
percent of its code.

Until the most used 5% of the program is optimized, any
effort spent on the rest of the code 1is wasted. - It does no
good to make the rest of the program go faster when it is
hardly ever executed. We cannot justify several days of a
programmer's time spent to double the speed of a piece of
code that runs for only 9 seconds a day.

The hard part of optimizing any program is knowing
where the program is spending its time, finding the critical
5%. Donald Knuth is the author of the series "The Art of
Computer Programming.” He is, I believe, one of those rare
people who can read a book or an article on a subject and
understand it completely. The rest of us have to stub our
toes a few times before the lesson is really brought home.
Donald Knuth says that he cannot read a program and tell
where it can be optimized. 1If he can't, then the rest of us
mortals don't have a chance. Therefore, the only way to
know with assurance that our efforts at optimization are
directed at the right code is to measure the program
performance BEFORE diving in. There is not other way to do
the job right.
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A Cautionary Tale

Large parts of Cole & Van Sickle's PROTOS product are
written in Cobol. We provide executable modules compiled
using both the COBOL and COBOLII compilers. Because we want
to maintain only one version of the source code, we did our
string manipulation using indexes and arrays to test and
move individual bytes.

In one of our earlier efforts to make PROTOS more
efficient, we replaced this string manipulation code with an
SPL routine that uses the SCAN and MOVE instructions. On
typical test data the COBOL-compiled version of PROTOS ran
about 20% faster with the new SPL routine, but the
COBOLII-compiled version ran 4% slower with the SPL than
with straight Cobol.

This experience taught us two things. First, the
COBOLII compiler generates some very efficient code.
Second, our assumptions about how to write efficient
programs need to be reexamined on occasion.

Measuring program performance can be a tedious and
time~consuming task. We used the LOOK/3000 package from
Wick Hill Associates to pinpoint the most executed code in
PROTOS. With that information we were able to concentrate
our optimization efforts where they would do the most good.
Other products which may be useful are OPT/3000 and APS.

The 80-20 Rule

There is a general rule of business called the 80-20
Rule. The 80-20 Rule says that you get 80% of your business
from 20% of your customers. You get 80% of your trouble
from 20% of your customers, too. Usually not the same 20%.
Did you ever wonder why HP concentrates on the major
accounts?

It makes good business sense to take advantage of the
leverage of the 80-20 Rule. Within the business community
it goes without saying that new projects are taken on or new
products are added only if the benefits to the business
outweigh the costs. Often features are trimmed from a
product to keep production costs in line with the
pre-determined selling price. By the same token, the
addition of few features can turn an ordinary product into a
luxury item that brings a much higher price. 1In each of
these cases the effect of the 80-20 Rule is apparent:
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Most of the features are available at relatively
little cost, but the "finishing touches" are very
expensive.

It may seem too simple, but the 80-20 Rule is a basic
operational principle of business.

Extended to programming, the 80-20 Rule says that we
get 80% of our results from 20% of our effort. Stated
another way, it says that 80% of the job is easy. Failure
to recognize this phenomenon really hurts.

We reach the point in every project where we have the
main part of the project completed. Then we make the
mistake of projecting linearly. We have done 80% of the
project in four weeks, so the remainder can be finished in
one week. We may even pad it out and say two weeks. Years
of experience and the 80-20 Rule tell us that this linear
projection is wrong. The great majority of the work remains
to be done.

This explains a lot of missed schedules and overrun
budgets, not to mention untold frustration and self-doubt.
We, our user, our customers and our companies are victims of
this misguided linear assumption.

We can make the 80-20 Rule work in our favor, though,
if we go back to the basic cost/benefit principle of
business. Sometimes the easy 80% is all that is really
important. A good example is in teaching programming.
Remember the programs that you wrote back in school. When
you wrote an operating system or .an accounts payable system,
you didn't produce a commercially usable product. The
purpose was only to teach you the general principles
involved. That served your needs for the time being.

We often neglect the importance of time when we select
the next task to work on. We focus on technical solutions
and technical completeness instead of business utility.
Serious and costly business needs go begging while we decide
whether to add a sort field or while we reprogram existing
systems unnecessarily. ‘

Judicious selection of features can make a business
application available this month rather than the end of the
next quarter. Since time is often so valuable, we owe it to
our employers to present all of the options of features,
costs and time so that they can make an informed selection.
When we know what is most important, we will spend our
efforts on the productive work.
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The 80-20 Rule matches up very well with the rule
mentioned earlier about where programs spend all of their
time. These rules tell us to evaluate goals and options
before we start to work so that we can direct our efforts
where they will be most useful.

The 80-20 Rule: Second Application

Assume that we have made our first pass at the project,
so we have implemented 80% of the functionality with a mere
20% of the effort needed for the whole project. Apply the
80-20 Rule to what remains:

80% of the remaining functionality is

.80 * (1.00 - .80) =
.80 * .20 =
.16 = 16% of the total project

20% of the remaining effort is

.20 * (1.00 - .20) =
.20 * .80 =
.16 = 16% of the total effort

Added to the résults from the first pass at the project, the
second application of the 80-20 Rule tells us that we will
get 96% of our results for 36% of our effort.

Pause for a moment to let this sink in. This is a
dramatic illustration of the value of concentrating on the
parts of the system that yield the best results for the
least effort.

VITA
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INTRODUCTION

By the end of 1985, it is estimated that there will be
an many as one and one-half million computers in use in the
United States. Viewed once as merely a tool for large
bureaucracies such as the census bureau, the computer today
has "come of age® in the business community, where almost $60
billion will be spent for computer-related goods and services
in 1983.

Although the enormous size of this industry is enough to
indicate the number and variety of problems likely to be
encountered when trying to legislate and regulate an ever
.growing industry, the problems are aggravated by the fact
that the industry has been in existence for less than thirty
years. It should come as no surprise that Jjust as the
computer has brought about revolutionary changes in certain
segments of society, courts find themselves facing equally
new and complex legal issues in areas such as the negligent
use of computers, the right to keep computer records private,
the ability to copyridht and contract grievances.

Thig article makes a brief pass at all pertinent issues
arising in the ‘arena of computer law today. Because of its
brevity it should be used as a guideline for further research
into the areas the reader should possibly explore. Much of
the content of this paper was drawn from readily available
sources such as the Computer Law and Tax Report, the Harvard
Law Journal, the Computer/Law Journal and several articles in
technical periodicals.




CONTRACTS

Contractual disputes involving computer-related goods
fit nicely into two distinct groups; hardware, including the
computer itself and its peripheral equipment, and software,
including computer software, including computer programs of
all types, together with the products of the computer systems
design effort (e.g., flow charts, documentation, etc.).
Though the following discussion will concern mainly computer
hardware and software supplied for commercial purposes, many
of the same legal ©principles apply equally to the
ever~increasing home computer market.

The term "computer system™ will be used to refer to
computer hardware and/or computer software. This is done not
only for ease of discussion, but also because computer
hardware and software are increasingly being sold or leased
as a unit intended to produce a specific result. Where
applicable, however, and especially when discussing implied
warranties, computer software will be considered separately
because of the special problems presented by the Uniform
Commercial Code (UCC). This discussion does not provide a
checklist of 1items to be considered when entering into
contract negotiations for computer systems, but concentrates
on the issues of liability which arise after the agreement
has been entered into.

Many cases arise out of a basic disagreement over what
was to be supplied in the computer system. Many time these
problems arise from the purchaser's inability to request
exacty what he requires. When the results achieved by the
computer system 'do not live up to these expectations, it is
natural to consider those who supplied the machine as the
cause of the difficulties.

The paragraphs that follow are organized around the
issues which have been most frequently raised in the reported
cases involving contract disputes for computer goods and
services, The issues have been arranged according to when
they would arise during the contractual relationship. The
discussion, therefore, begins with an examination of
statements made prior to the signing of any actual contract,
to determine if these statements were sufficient to
constitute fraud, or if they were excluded from the agreement
by operation of the parol evidence rule. Next, the agreement
itself 1is examined to determine the outcome of 1issues
involving express and implied warranties and limitations of
liability and liquidated damages clauses. The remedies which
the courts have found appropriate are evaluated along with an
examination of possible damages.
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Finally, the article discusses the special problems presented
in the case of the assignment of rights under a computer
lease.

Compute;
Representations Museum

Despite their technical sophistication, the same basic
marketing strategies are usually followed in selling computer
systems as with other large ticket items. What is said and
done during the early stages of this marketing activity can
have profound impact on subsequent gquestions of 1legal
liability. When a computer system that is 1leased or
purchased does not 1live up what <the purchaser believes
promised, the first question to consider 1is whether the
contract was signed in reliance on a misrepresentation by the
vendor. Courts permit some "puffing®™ by salesmen holding
that it is not reasonable to rely upon what is basically a
personal opinion. However, the line between representations
of fact and opinions is often very narrow.

There are several elements of misrepresentation which
the courts have dealt in the area of computer systems.
First, if the purchaser knew or had reason to know that the
representation was false, the <c¢laim will fail. Next,
reliance by the purchaser on the representations of the
vendor must be reliable. Finally, the purchaser may not have
relied upon the misrepresentaion made by the vendor at all
(for example the case. of Investors Premium Corporatlon Vs,
Burroughs Corporation).

An area of special importance 1in misrepresentations
involving computer systems is the relative knowledge of
computers held by the parties.

Warranties

Absent a finding of fraud, and assuming that the vendor
is successful in excluding promises made prior to the signing
of the written contract, the vendor may still have breached
an express or implied warranty. Most express warranties in
contracts for computer systems are limited to the replacement
of defective parts and the correction of errors discovered in
the software. As with a contract for any item, the courts
will uphold valid express warranties, but will also recognize
properly drafted limitations on those warranties.

Implied warranties have received a great deal of
attention in cases dealing with computer systems. The
Uniform Commercial Code (UCC) implied warranty of fitness for
the intended purpose has been deemed most applicable.
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However, since the UCC applies only to the sale of goods, the
first question which must be addressed is whether the thing
supplied constitutes "goods" under the UCC.

T Y Little guestion exists that computer hardware
constitutes goods under the UCC. Likewise, programming and
systems design <c¢learly constitute services, and are not
goods. If it is found that what was supplied constitutes
goods, then one or both of the UCC implied warranties may
apply. UCC section 2-315 provides for an implied warranty of
fitness for the intended purpose. UCC section 2-314 implies
a warranty of merchantability "if the seller is a merchant
with respect to goods of that kind." The defendant may claim
that the plaintiff has waived the implied warranties by
failing to reject the equipment. However, there 1is no
requirement that the purchaser 1immediately reject the
computer system, so long as the rejection is made within a
reasonable amount of time. The purchaser is not considered
to have accepted the equipmment merely by installing it. A
*reasonable amount of time" includes the opportunity to
determine if it meets the requirements of the contract.

Extent of liability under the agreement

Though a vendor may be liable for breach of an express
warranty or for breach of am implied warranty, such liability
may be limited by the terms of the agreement. UCC section
2-316 allows implied warranties to be disclaimed, as long as
the disclaimer is in writing, conspicuous, and specifically
mentions the merchantability if it seeks to limit the implied
warranty. However, the provision 1limiting damages must be
clearly and specifically drawn. Damages may also be limited
by setting a maximum dollar amount of recovery (usually no
more than the amount paid by the purchaser on the contract.)

Negligence
Complaints against computer vendors frequently contain a
claim of negligence. It should be recognized that the

presence of a valid contract may not only affect a claim of
negligence, but may, in fact, preclude it. One who performs
an act under a contractual agreement in a negligent manner is
liable to the contracting party for damages and not under a
theory of negi.gence,.

COPYRIGHTS

As the computer market booms the ever increasing need
for software is being filled by many enterprising individuals
who formulate thoughts and ideas into reality on a computer
system.
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Unfortunately, the yearning of software purchasers for
smarter, faster, and more 'user friendly' programs may turn
into a crying need because of the void in the copyright laws
as they affect software. This discussion on copyrights draws
no clear conclusions due to the fact that the Jjudicial system
in the United States sways from one end of the spectrum, that
of protecting the author, to the other, allowing free use of
any and all software that can be begged, borrowed, or
stolen. The word stolen is used intentionally because the
unauthorized use of anything can and does constitute theft.

The intent behind the copyright law of the BAmerican
Constitution recognized a need to protect authors' control of
original written expression, and gave Congress the power to
grant authors a limited monopoly in their works. The law of
copyright is designed to advance social welfare by maximizing
the public availability of literature, music, and the arts.
Because a regime under which all creative works were in the
public domain 'would discourage creative effort, copyright
seeks to guarantee some economic return to the copyright
owner by granting the owner a limited monopoly. - Copyright,
theoretically, thus achieves ' its goal of maximizing
availability by balancing the desire of the public for
uninhibited access to intellectual works against the desire
of the creators of those works for financial reward.

The original concept of the copyright law was geared
toward the publishing industry with no provision made for
second order technology. The fair use doctrine, initially
developed in the court system and enacted in the Copyright
Revision Act of 1976 was created to restrict the control that
a copyright gives an author over the publication,
distribution, and performance of <copyrighted work (for
purposes of scholarship, criticism, etc.) The doctrine
emerged as . judges perceived that vesting excessive control of
a work in the copyright owner would often inhibit the
creative efforts of a second author who would otherwise have
relied upon the copyrighted work. Thus, by tiliting the
balance toward public access and away from private gain, the
fair use doctrine allows authors to borrow reasonably £from
copyrighted works to create new expressions. At the heart of

the fair use doctrine lies one major shortcoming -- an
inability to define precisely the extent to which one may
borrow from a copyrighted work. The courts have never

applied the fair use doctine with any predictability, even
before the emergence of second-order technology.

The area of copyrighting software 1lies in a vast
wasteland at .the moment. New hardware technology is covered
by the patent laws. Software is an "intangible" and does not

5
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easily £fit under the copyright or patent laws. There have
been many recent instances of software copyright cases emerge
through the Jjudicial system. Judges presiding over these

cases are setting precedents on each and every case because
they have no concrete guidelines on which to establish their
rulings. The following paragraphs examine some recent
decisions in the area of copyrighting software.

The Patent and Trademark Office granted Merrill Lynch
Pierce, Fenner & Smith, Inc. Patent No. 4,346,442 for a data
processing system involved 1in its Cash Management Account.
The lengthy patent describes in great detail a series of
transactions in combination to produce the desired result.
This patent was granted based on the decision by the Supreme
Court in Diamond v. Diehr, 450 U.s. 175 (198l1), where the
court held that a patent c¢laim could not be denied "simply
because it uses a mathematical formula, computer program or
digital computer™ and that a new combination of steps in a
process could be patented, even though the steps were well
known and <commonly used .before the combination was
discovered. The Merrill Lynch patent appears to be based on
a number of simple steps, using simple mathematical formulas
combined to produce results that in many cases could be
achieved by hand or with the aid of a fast calculator.
Merrill Lynch told other firms that it will require them to
obtain licenses for accounting systems that are substantially
similar or else face court action. Whether such lawsuits
would be successful is debatable since a valid patent cannot
be issued where the invention is "obvious to one skilled in
the art."” After the issuance of the patent Paine Webber,
Inc. filed a law suit in the federal district court in
Delaware seeking to invalidate Merrill Lynch's patent.

Another case to set precedent was the case of GCA Corp.
v. Chance, No. <€-82-1063 in the Northern District of
California. This case 1issued an preliminary 1injunction
against three former employees of GCA Corp. preventing them
from using diagnostic and operating system programs belonging
to GCA. In the judge's decision it was decided that the
registration of a source code protects the object code and
that 1limited distribution of an object code is not
publication under the 1976 Copyright Act. 1In accordance with
an informal ruling of the Copyright Office that source code,
but not object code, can receive a clean <copyright
registration. GCA filed the svurce code prior to bringing
this action. The filing consisted of the first 25 and last
25 pages of the programs involved which was considered
sufficient for registration but did not disclose the inner
workings of the programs.
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The judge held that source code "falls with the protection of
copyright laws as a work of authorship fixed in any tangible
medium of expression from which it <can be perceived,
reproduced or other wise communicated" and, because the
object code is "decryption” of the copyrighted source code,
the two are to be treated as one work. Therefore, the
copyright of the source code protects the object code as well,

Among the most vexing problems for software developers
and marketers 1is determining what legal procedures are
available to protect proprietary rights. In light of the
decisions made by the courts in recent cases it would be wise
to look at the rules published by the Copyright office. The
Patent and Trademark Office has stated guidelines in their
Manual Of Patent Examining Procedures' New Section 2110. The
"Rule of Doubt" allows registration of computer programs when
there is no law of the subject. This rule was not a law
enacted by Congress or devised by the courts. 1In essence it
stipulates that when the Copyright office isn't sure whether
a work 1is registerable or not, it will accept it for
registration, but will advise the author that it is in
doubt. When programs were first registered, they were
usually £filed in source code. However, unless there are
special circumstances, everything registered with the
Copyright Office is available for visual examination (but not
copying) by  anyone so there has been an increasing tendency
to supply object code with the registration application. In
the procedure outlining submission of programs for copyright
consideration it requires that source code be submitted for
review. Noting that copyright examiners are not programmers
and that it is extremely difficult to examine programs in
other that source code form (such as object code which is all
zeros and one) to decide whether the program contains
copyrightable authorship, the Examining Division  has
concluded that "the best representation® is a printout 1in
source code format. In cases where the author is unable or
unwilling to deposit the printout in source form, the
Examining Division will register the program under the Rule
of Doubt "upon receipt of a letter from the applicant
assuring that the work as deposited contains copyrightable
authorship.”™ This letter is essentially a statement by the
proprietor that the work 1is original and not a c¢opy of
someone else's program. There is some talk of establishing a
special unit to handle computer programs.
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RIGHTS OF BUSINESSES IN REGARDS TO IN HOUSE DEVELOPED SOFTWARE

Where an employee is hired with special skills, such. as
a programmer or analyst noncompetition, disclosure, and
ownership c¢lauses are often a part of the employment
agreement. Most states enforce this kind of agreement,
although some, California being the most notable exception,
do not.

"ihare they are enforceable, the courts require that they
& icasonable as to length of time and to the geographic area
in which the employee is prohibited from competing. When the
courts find that the agreement is unreasonable decisions can
go two ways. Some say that if the agreement is unreasonable
the entire clause 1in unenforceable. The better view,
however, is that the court cuts the restrictions back to what
it finds reasonable.

The drafting of such clauses is difficult at best, and
the decision on whether to attempt their enforcement is also
tough. The more important the employee is to the company's
operations, the more likely a clause of this nature will be
enforced. Good legal counsel is essential.

Programmers are the most 1likely candidates for the
nondisclosure and ownership clauses in employment
agreements. Because programmers are often non typical
workers in regards to their hours it is imperative that an
employment. agreement stipulate total ownership of any product
developed during the term of employment. A programmer uses
his creativity and intellect in performing his or her Jjob and
in cases of a non-friendly leave taking, they c¢an use this
argument to support partial ownership of the product they
wrote while on the payroll of a company.

In many cases the employee may object to signing such an
agreement because of "moonlighting™ situations that they are
involved in. A carefully drafted employment agreement will
allow for such situations while still ©protecting the
company's assets. In the case where a conflict of interest
policy exists, this is a mute point.
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SUMMARY

The computer industry continues to grow at an incredible
rate and hence our legal problems and questions grow. Until
the legislative processes accelerate to handle the industry's
unique situations, all members of the professions are counted
upon to police their own corners of the world. Congress is
only in the infantile stages of studying the many facets of
computer law and cannot move quickly enough to avoid the
flood forcing its way through the judicial system.

In these uncertain times their is no substitute for
sound legal advice on the issues before us. As economic
uncertainties affect us, the legal uncertainties affect our
installations every day. Contracts should be reviewed by
competant legal counsel, company assets (such as software)
should be protected by all means possible, and employees
should be encouraged to leave company secrets behind.

If you wish for further information on topics covered in
this paper such as case histories, please feel free ¢to
contact me.
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IMAGE STRATEGY - WHERE ARE WE GOING?
NANCY COLWELL
HEWLETT-PACKARD
In March of 1982, an IMAGE survey was distributed to the

attendees of the San Antonio IUG conference. What has happened
to it? Has Hewlett-Packard used it or thrown it away? The
survey, thanks to all of you, has given Hewlett-Packard a better
understanding of how our customers are using the product and the
problem areas of the current IMAGE. This talk will address the

current IMAGE strategy as it exists today. The talk will go as
follows:

I. San Antonio Survey Results.

a. Discussion on the top 5 highest rated problems
within each section of the survey

II. Solutions to current problems.

a. Enhancements to IMAGE
b. Solutions to current IMAGE problems

III. Discussion of the IMAGE strategy that is in place today.

IV. Questions and answers.
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DICTIONARY/3000 - An Inside View

Nancy Colwell
Hewlett-Packard

This paper discusses what passive key links are within
Dictionary/3000, and how they are used. By understanding passive
key links, you will understand two things: Why Hewlett-Packard
only -supports certain utilities when used against the Data
Dictionary, and why IND has increased the functionality of the
DICTDBM program to include the "UTIL" function.

A passive key link is a link that is not controlled by the
IMAGE software. However, this link is just as important as the
links controlled by IMAGE. Passive links exist because of nature
of the Dictionary/3000 structure requirements. These
requirements will become more clear as we discuss the different
types of passive links and how Dictionary/3000 uses them.

There are three types of passive key links maintained in the
data dictionary. They are as follows:

1. Description key link
2. Path key 1link

3. Sort key 1link

DESCRIPTION KEY:

The passive key 1link called description key maintains all of
the descriptions within the data dictionary and links the
descriptions with their respective owners. The owner may by an
entity, an association, or a relationship. As you already know,
a description may be included with the response to any CREATE,
ADD, or RELATE prompt. This information however, is not
manditory. The person running DICTDBM may hit a <CARRIAGE
RETURN> in response to the DESCRIPTION prompt. If this is the
case, no description will be entered. Because of this unique
process, the IND lab chose not to use the IMAGE path mechinism.
If the IMAGE path was chosen to link the description text with
its respective owner, there would be a tremendous waist of space
in the dicticnary for every entity, association, or relationship
that did not require a description to be linked with it. The lab
chose instead to maintain the link inside the Dictionary/3000
software.

A control data set is used to house the description keys in
addition to the path and sort keys. This data set houses
"current key value". When a description link is needed, the
Dictionary/3000 software retrieves "current key value" from this
control data set and places this value in the appropriate sets in
order to create a complete link (e.g. an entity name with it’'s
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respective description). This linkage is used in commands such
as CREATE, ADD, RELEATE, DISPLAY, MODIFY, CHANGE, and UPDATE.

PATH KEY:

A passive key link called path key maintains all of the IMAGE
and KSAM path information within Dictionary/3000. When needed,
the dictionary software will retrieve this value and places it
into the necessary data sets to provide path information. When
elements are associated to a KSAM file or an IMAGE data set,
DICTDBM will prompt for "KEY ELEMENT" and "PATH MASTER FILE".
This information is necessary to create the path key link. The
path key link is used by DICTDBC to create an IMAGE data base and
assign the appropriate path structure between the master and
detail data sets. The SHOW command in DICTDBM uses this
information to provide you with the data base path information in
the output dispaly. Also, path key information is used with HP
Inform groups to set up their links.

Current key value for the path key is also maintained in the
control data set. When needed, the Dictionary/3000 software will
retrieve this value and place it into the necessary data sets to
provide path information.

SORT KEY:

A passive key link called sort key maintains all of the IMAGE
sort informtion within the data dictionary. This information is
used when a sort link for IMAGE must be maintained within the
data dictionary A sort key link is set up when adding elements to
a file that is of type "DETL", DICTDBM will prompt for "PATH SORT
ELEMENT". The sort key link is used when the SHOW command is
requested on a file of type "DETL" or "BASE". The sort key link
is also used when creating an IMAGE data base using DICTDBC.
Again, current value is kept in the control data set.

As you can see, passive key links are very important to the
data dictionary structure. Altering, erasing, or duplicating the
key values will corrupt your data dictionary. Because of this
potential problem, IND chose to limit the utilities supported by
HP as shown in the "WARNING" on pahe ii of the Dictionary/3000
Reference Manual. This warning lists all utilities that are safe
to use with your data dictionary. You should not use any utility
that is not included in that list, the integrity of your data
dictionary could be destroyed.

The "UTIL" enhancement to DICTDBM was provided to allow you
to clean up passive key links that are no longer needed. When
you you PURGE an ENTITY, DELETE an ASSOCIATION, or REMOVE a
RELATIONSHIP, the information is deleted but the passive link
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value is not reused. This will build up superflous passive key
link entries within your data dictionary. DICTDBM,UTIL will
unload your data dictionary and reassign new passive key link
values as it reloads the information back into the data
dictionary. DICTDBM,UTIL is used to "“clean-up” your data
dictionary and should be run on occasion to maintain a clean
dictionary.
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Quality Assurance: Keys to Higher Performance and Profit

Jane Copeland
Tymlabs Inc.

In todey's fast moving society we often find ourselves placed
in a situation where we have +to produce systems in very short
periods of time. In order to meet these deadlines we usually
spend 1less time on standards, design, and documentation. In a
one-time case +this method doesn't generally do any lasting
damage, but too often quick and dirty systems produced to meet
unrealistic demands caused by bad managerial planning, are left
indefinitely in production environments. This can cause a
multitude of different problems. I doubt that the additional
and sometimes continuing costs that result from this type of
8ituation have ever been accurately assessed.

There are several fundamental areas which should be addressed
in every DP installation to avoid this type of situation.
Efficient systems design and utilization of resources can only
be accomplished if some consideration is given to the following
fundamentals, before embarking on a major project:

a) Capacity Planning

Two Dbasic items determine the point when a computer system
reaches 1its 1limitation: the attributes of the computer
system, and the quality and performance of the applications
software. Efficient systems design guarantees maximum
utilization of the hardware. Unfortunately, the continuing
trend of lower priced hardware has prompted many companies
to purchase more hardware when approaching capacity without
regard to optimization of +the systems they already own.
Adequate capacity planning eliminates the waste caused by
reactionary measures that are often taken to provide
necessary support resources.

b) Programmer Productivity

Education plays an important role in insuring that maximum
advantage 1is taken of system capabilities and tools to
provide the highest degree of productivity. Applications
designed and implemented without sufficient knowledge of the
computer system and the application itself generally result
in solutions that require constant modifications, thereby
reducing productivity. An equally detrimental effect of
those applications 1is the negative impact they have on
overall system performance.

¢) Standards and Procedures
Formal standards and procedures provide the regimentation

necessary to ensure continuity throughout the MIS
ehvironment. This continuity is the foundation for




15 - 2

implementation and maintenance of quality solutions.
Constant monitering is required %o enforce adherence to the
company's procedures standards. Companies operating without
formalized standards and procedures greatly impair their
overall efficiency. When an employee leaves, a great deal of
information and experience 1is 1lost. 1f comprehensive
standards and procedures are in place, this 1loss is
minimized and the training time required for a replacement
employee 1is greatly reduced. The benefits are also realized
in the areas of daily operations and development projects.

Currently most peoples perception of Quality Assurance is
limited to software development and hinges on the
implementation of standards and procedures. In my opinion this
is a great mistake, and one that should be rectified
immediately. Successful Quality Assurance in the MIS
environment can only be achieved Dby placing equal importance
upon Capacity Planning, Education, and +the implementation of
Standards and Procedures.

The following is a graphic presentation of a Quality Assurance
Plan which contains all three items and shows their
interelationship:

QUALITY ASSURANCE PLAN

CAPACITY PLAN:
Identification of resources needed to implement the project

HARDWARE SOFIWARE PERSONNEL TIME

Order Hardware Buy or develop Are additioal Time

if necessary Application personnel needed frame
EDUCATION:

Expertise necessary to efficiently utilize resources

Y

STANDARDS & PROCEDURES

DEVELOPMENT PRODUCTION POST DEVELOPMENT
Applications Standards Training Maintenance log
Technical Standards User Documentation Change log
Programming Standards Security Source Library

Test Criteria
Security Standards
Audit Standards
Program Documentation
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Although it 1is evident that standards and procedures provide
the main basis for software quality control, we can see that ot
is of 1little use without the basic functions of planning and
education taking place beforehand.

A great many D? nanagers realize the necessity of these
activities, but have a difficult +time convineing their
management of the cost Dbenefits. These Dbenefits are far
reaching and it would be difficult +to assign a specific cost
savings. Here is a list of areas where cost can be minimized as
a result of comrehensive Planning and Quality Assurance:

Less implementation time

Reliability

Maintainability

Less training time for new employees
Maximization of resources

Audit capabilities/prevention of fraud
Data integrity

Ease of use

Less run time

Less personnel

Less production problems and bugs
Greater Security

Since we rely on computers to provide us with accurate and
timely information +that is utilized in making management
decisions, it is important that we make every attempt to insure
the reliability and security of this function. Incorrect or
late information can be +the difference between a business
surviving of failing in todays economy. Can we afford to defer
implementation of a Quality Assurance program any longer, with
the excuse it costs too much?
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Programming & Productivity Tools as Pathways to User Satisfaction

J. Roger Daugherty

Vice President
Sun Software, Inc.

THE CHALLENGE

One of the greatest challenges facing data processing managers today is the ever-
growing population of sophisticated users, computer products, and applications,
which so often exceed the limited budgets and resources of the formal computer,
organizations in our companies. This is especially true in HP3000 shops which have
not shared traditionally in the larger budgets of main-frame data processing
facilities.’

Growing demand for service is not the only problem with user satisfaction; it is
being compounded daily by a rapidly increasing level of user awareness, technical
training, and computer expertise. It is, in fact, progressively more difficult to find
fellow company employees who don't possess at least a passing familiarity with the
power and potential utility of computers in the workplace. These same users who
may have been extremely difficult to sell originally on the use of computers, can
become surprising vocal about the failure of computer systems to address new and
often more complex problems in the office.

Finally, there is the proliferation of computers and related products. For little
more than the cost of a new typewriter, individual department heads are offered
computer power today comparable to a fairly large computer installation just a few
years ago. Obviously this threat to the data processing management of a company
goes beyond a mere challenge. It goes to the heart of the leadership role of data
processing management to determine the direction, style, and inter-relationships of
all data processing applications and facilities within the company. The company
itself is exposed to many of the same potential problems which have lead to the
adoption of strong data processing organizations: data storage redundancy; data
discrepancies; hardware incompatiabilities; and loss of management control.

The real problem was well described by Dan MecCracken last fall in a keynote
address ‘to Data Training '82. "We have the kinds of problems in applications
development that many people would like to have in their areas," said McCracken.
"There's a lot more work out there than we know how to do with conventional
methods." In his address he went on to praise the recent developments in data bese
methods and inquiry systems, particularly higher level languages and other
programmer productivity efforts.
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THE SOLUTION

Fortunately, there exists throughout the Hewlett Packard 3000 community a wide
array of tools and systems to help data processing management meet the above
challenge. These are variously sold, given away, or bundled in with the hardware,
and range from the more simplistic system operations assistance programs to the
most sophisticated whole systems generators. Some are appropriate for use by
operators and system managers, most by programmers and analysts, and a few by
actual users.,

The problem for a data processing manager, therefore, is to become aware of and
remain familiar with all the available tools and produects, and to select (and cost
justify) the tools to be utilized in an individual HP3000 facility., Two important
aspects of this selection process are the appropriateness and the acceptability of
each tool by the intended users. The following commentary provides a framework
for both the justification and acceptance of these tools in user organizations, and it
can be used by individual managers in considering various produets.

The other purpose of this discussion is to aid the manager in the actual selection
process, first by reviewing most of the available tools and products along with their
essential functions and applications levels. In addition the final section suggests
some specific evaluation standards which the manager may use in assessing the
tools for their potential utility.

This discussion is limited to two classes of tools and aides, those which help data
processing users to do their regular work more effectively by improving system
performance or access, and tools which change the development process by actually
performing for the user many of their regular work tasks. The latter category
ranges from simple code generation tools and automatic documentors to almost
complete system generators. These products also vary in their potential for non-
data processing personnel to utilize them.

Aides/Tools System Generator Aides
Operation Aides Code Generators
Data Processing System Utilities General Report Writers
Personnel Data Base Utilities Transaction Processors
Interactive Editors, Documentors
De-bug Aids
Other Users Data Dictionaries High Level Report Writers
System Generators
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In the following discussion there is no attempt made to identify either the sources
or vendors for each of the products except to note some of the HP bundled or sold
products in each category for the sake of comparisons. Similarly only a few items
of particular importance from the User Contributed Library are included, since it is
assumed that most HP system users who have access to this material are already in
possession of a full description of that Library.

Individual product- costs, fees, and maintenance schedules are not described, either,
along with the vendors since such information is regularly available in user
literature and at meetings and conventions of user groups.. Also, it is not the
purpose of this material to compare or contrast these individual products, but
rather to familiarize the reader with all the possiblilities and to suggest ways and
situations where they may help all of us to be more effective managers.

THE TOOLS

OPERATIONS AIDES - In addition to the regular store of tools provided by HP
with each installation, the User Contributed Library is full of aides of this type.
Examples are WIZ, SLEEPER, and many others designed to make system operation
easier, faster, and better organized. Many of these tools can contribute to
significant savings in operator resources and greatly enhanced system performance.
Other tools and aides available are:

MPEX
WORKFLOW

- MORPHEUS/3000
DISPATCH 3000

SYSTEM UTILITIES ~ Again both HP and the User Contributed Library have made
substantial contributions to this area, designed to optimize system performance and
optimally manage available system resources. One problem which must be noted
here is the historical frailty of contributed Systems Utilities which frequently
encroach on HP system methods and proprietary procedures. Changes to the HP
operating system or other support systems are often, therefore, not compatible
with the systems in the Contributed Library, since no one is accountably
responsible for supporting the tool. Other system oriented utilities available are:

SECURITY 3000
LOOK/3000
RAS/3000
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DATA BASE UTILITIES - IMAGE- Most readers are no doubt familiar with the
popular history of IMAGE, and are aware that it is well supported by HP. There
have also been several support and utility aides in the Contributed Library in the
past. In addition, there exists an impressive group of utilities which generally go
well beyond the tools normally available with IMAGE. They are:

ADAGER
DBPLUS
DBAUDIT
DBUTIL(HP)
QSKETCH
SUPRTOOL

INTERACTIVE EDITORS, DE-BUG AIDES- Programmer Productivity, often
measured in such crude terms as "lines of code per unit of time", was probably
first addressed with these tools. Most were originally intended to circumvent the
lost produectivity in conventional HP programming caused by moving among the
regular editor, the compilers, the segmenter and test jobs. Generally they have
become much more than simple work savers and they enjoy considerable popularity
among HP system users:

EDITOR (HP)
EDIT+

QEDIT
TESS/AIDE
SPEEDEDIT
VTEST

DATA DICTIONARIES - IMAGE - Data Dictionaries serve two vital purposes. First
they act as a common data definition base for programmers and users alike to
better understand and document the data bases of an organization. This may have
been their first use, but most are now also deeply integrated into the Transaction
Processors and System Generators described below. The most common of these
which are generally associated with IMAGE data bases are:

Dietionary3000 (HP)
Dictionary PLUS
EZD

QSCHEMA
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CODE GENERATORS - Another method of increasing programmer productivity,
and therefore, hopefully, user satisfaction, has been to develop systems which
produce program source code based on application descriptions, data definitions and
report requirements. Subsequent code modification may or may not be required.
These products differ from the Transaction Processors described below by the
rather arbitrary distinction that they are not PRIMARILY intended to interface
between users and data bases which have been previously defined, rather they are
intended to stand alone. Some of these are:

AZ7

COBBLER

COBGEN (Contributed)
~ PROTOS

SCss

GENERAL REPORT WRITERS As with much HP Utility software, most of the
Report Writers available seem to be primarily intended to interface with IMAGE
data bases, although KSAM, ISAM, and other file interfaces are frequently
available. General report writers are distinguished from higher level ones by the
fact that they require the user to have a fair degree of technical skill in order to
use the tool. The best known of these are:

QUERY (HP)
QuUIZ
REPORT/3000
REX

TRANSACTIONS PROCESSORS - As noted above most of these are specifically
oriented to act as an alternative to standard source code programming of
applications systems to update and support IMAGE (and other) files. HP has given
particular attention to this in the development of their RAPID System. The most
well known such tools are:

CP 3000

DE 3000

QUICK
TRANSACT 3000

5
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CTOCUMENTORS - Many of the tools and products described in this disucssion ean
legitimately eclaim to greatly improve documentation levels and subsequently
enchance overall user satisfaction. Indeed this is one of their most important
justifications as productivity tools. There are a few systems, however, which exist
solely for the purpose of creating documentation, quickly and cheaply:

BAD 3000
CAD 3000
The DOCUMENTOR

HIGHER LEVEL REPORT WRITERS - These tools are often sufficiently
sophisticated that the user may not require much technical expertise in order to be
able to utilize them. They typically rely heavily on the use of pre-defined data
dictionaries (see above), are likely menu-~driven, and can often take the place of
whole report programs and systems at a reasonably complex level. Some of these
are:

CRW
INFORM 3000 (HP)
PAL 3000

SYSTEM GENERATORS - As was already stated, System Generators are intended
to replace the entire computer programming process, and are often designed to be
utilized by the actual end user. They are usually large, somewhat more expensive
than report writers and transaction processors, and are generally very good at
allowing subsequent modification. These tools address directly the primary key to
user satisfaction—completing a good system in the least amount of time. Some of
them are:

GENASYS 3000
INSIGHT II
PRIDE

RAPID (HP)
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JUSTIFICATION FOR THE TOOLS

Obviously each purchase/utilization decision must be made by the individual data
processing manager in the light of current applications demands and existing job
loads. Four areas of investigation are suggested, however, for the manager seeking
to explain to upper level personnel why the product or system is required.

First, as has been discussed repeatedly above, is the need to improve programmer
productivity,  Statistics abound concerning the cost of programmers in an
organization today, the cost of replacement, and the number of unfilled jobs., It is
generally not too difficult to demonstrate that the cost of most tools is easily
replaced by a few man-months of programmer time saved. Also, more productive
programmers are also more content, and more likely to remain in their positions,
and more able to attract other productive programmers.

Enhanced system performance is certainly a goal of productivity tools, and an easy
cost justification for the acquisition of such produets. Of course, the produectivity
tool may have operating overhead implications, but many feel that the opportunity
to more directly access users' specific requirements more than makes up for
whatever performance impact such tools may have.

Various studies have determined that programmers often spend only 20-30% of
their time doing actual analysis and programming. Many tools are specifically
intended to increase this figure by minimizing the time programmers spend on non-
essential tasks such as documentation, testing, and user interfacing, while seeing
that these functions are still performed in an adequate manner. Some tools go one
step further, to remove the programming requirement entirely from the
technician's responsibility, allowing them to concentrate on design considerations
such as data storage, reports, and overall user requirements.

Often the most important argument for the use of these products is the intended
improvement of the utility and applicability of user systems to actual information
and system requirements. Ease of modification, better documentation, improved
system access, and easier communications with data processing "experts" are all
sited as the improved systems aspects these. tools allow.

USER ACCEPTANCE

A key to user satisfaction with productivity and system generation tools lies in
their acceptance by the users. As with anr new or different way of doing business,
users may resist new approaches until it has been demonstrated to them that the
new tools will benefit them in ways which matter to them. The following
arguments have been partially presented above, particularly with regard to the
system generation products. Users need to be shown they are true.




1. The use of the tools will result in better overall system performance and
response since the precise needs of the user can be better addressed. In other
words, less time will be used performing tasks or producing reports not needed or
desired by the current user.

2. Similarly use of the tools will result in better systems, reports, and user
interfaces. Access will be better, simpler and the new systems developed will
reflect current needs and problems better than the old.

3. Applications systems can be delivered, tested, accepted just that much more
quickly than without these tools!

4. With most of the tools, finished documentation is created simultaneously with
the completion of testing and implementation. This documentation is normally in
standard format and often ready for review by senior managment and outside
auditors.. These are very powerful arguments in favor of these tools and their
acceptance by the users.

5. If the user iy paying for the actual development cost, or the subsequent usage
costs of the computer system, it should be relatively easy to convince him of the
cost savings that better, more efficient development and systems will involve.

6. Applications generated using these tools are more easily modified subsequent to
installation, This includes not just reduced labor, but also the improved
communications among the original . developers, the users, and subsequent
maintenance and modifications personnel.

EVALUATION OF THE PRODUCTS

As indicated above, there has been no attempt made herein to judge or otherwise
compare individual tools and products. Indeed every shop and application is likely
to have very different needs and preferences with respect to these tools.
Therefore, the following is a list of comparitive measures which individuals may
wish to make in evaluating any of the above tools. Even with these, the relative
importance of each parameter will vary with each site and application,

1. Will produetivity actually be increased for all programmers and analysts? That
is, iy the product usable, complete, and relevant for the personnel and applications
involved?

2. Can significant cost savings be demonstrated? In the long term? In the short
t-rm? How about hidden costs in trainin_, conversions, and programmer
unhappiness?

3. Does the tool or product contribute to the establishement of systems standards
for the organization?



4. Doss the product really ease future maintenance costs and difficulty? Or is it
likely to be more of a problem to maintain itself than the applications it is being
acquired to support?

5. Does the produet support or produce finished, acceptable documentation? If so,
is it equally easily modified and corrected?

6. Will the resulting applicationsv systems produced or supported really be of better
quality? See 1-5 above.

7. Does the system or product, or its use, increase the overall business knowledge
of the person doing the development or the end user? A good product will do this
as well as all the above.

SUMMARY

All of the tools and products mentioned in the above discussion can and have met

the needs of organizations and users in many different environments and circum-
stances. Their utility in each organization in dependent on all of the factors which
have been described. What is important to remember is that these tools can have
significant impact in any organization if they are properly selected and used within
each company.

In fact, these products have the potential for considerable cost savings in many
organizations, and through their use the data processing manager has a very real
opportunity to improve the total data processing user satisfaction level throughout
any organization. Well chosen tools will serve the entire user organization well.
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DESIGN AND PRCGRAM OPTIMIZATION TO SUPPORT OVER 300 TERMINALS
N. M. DEMOS
DE0S COMPUTER SYSTEMS, INCORPORATED

I. INTRODUCTION

This paper examines various techniques from the simple to some
very sophisticated to maintain excellent response time and
throughput in a very heavily 1loaded system. Simple single
terminal programs will be presented first, followed by a complex
example reqguired to achieve performance objectives. These
techniques would also apply on the Series 64 when the user wished
to employ more than 128 terminals. The 128 terminal limitation is
imposed because of maximum table sizes in MPE IV. It will be
demonstrated that many more terminals can be supported if certain
conditions are met. These conditions include:

1. A large number of short, relatively simple,
transactions.

2. Application disc Input/Output time and CPU process time
are adequate to support the load.

3. A large number of terminals support the same or a
limited set of applications.

General system design guidelines will be presented, followed by
an overview of an example system as it was developed. The
following areas will be described:

1. Process handling, particularly to overlap Image I/O.

2, Ujing extra data segments as scratch files to save disc
I/0.

3. Inter Process Communications Files and no-wait I/O.
4, Communications considerations.
5. Handling many terminals per process.

6. Special programming techniques for efficiency and to
multi-thread terminals.

It is possible within certain constraints to handle a 1large
number of terminals on the HP3000. The terminals must be
dedicated.
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The application must not consume an undue amount of computer
resource per terminal. An efficient monitor program must be
employed to manage the system resources effectively. Application
code must be written to interface to the monitor. In addition, as
the number of terminals increases, a way must be found to reduce
the overhead implicit in Hewlett Packard's present terminal
handling hardware and software. While these constraints may be
violated in minor ways, it must be remembered that the HP3000 has
a finite computing and file access capability.

Applications requiring a high degree of computing and a large

number of £file accesses for each entry from a terminal are not
good candidates for the approach presented here.

In given applications, specialized hardware may have to be
interfaced to the HP3000., It is not the purpose of this
presentation to emphasize or advocate a particular hardware
approach, although one hardware solution will be presented in the
context of the software approach described.

It is the objective of this paper to present management and
programming techniques that lead to improved performance on the
3000. While it was necessary to employ almost all techniques to
implement the case presented, most of them have a more general
applicability. Some of them lead to better, more maintainable
programs in all cases.

II. PLANNING FOR EFFICIENCY

A. Languages.

Sometimes the application and its performance
requirement dictate the programming language to be
used. SPL was employed in the example presented later
because it was the only reasonable choice in the
environment that existed when the application was
implemented. Today, COBOL II might be a reasonable
choice for parts of the application, particularly on a
Series 64. In most cases, any one of a number of
languages will do the job well. It 1is important that
the programming manager establish standard languages
and standards for each language for a commercial
installation. He should pick one standard language,
e.g. COBOL II and possibly a secondary language for
exceptions; thls secondary language is usually SPL but
we have seen FORTRAN used effectively. Then the
programming manager should establish usage standards
for each language that lead to structured and efficient
code. 1If these standards are designed and implemented
well, the resulting programs will be easily debugged,
readily maintainable and reasonably efficient.
Efficiency thus becomes a no cost by-product of good
programming techniques. In most cases, efficient code
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is as easy or easier to write as inefficient code, if
only the programmer knows what the correct techniques
are.,

Standards and gquidelines also apply to other areas,
such as blocking factors for disc files, when to use
direct versus serial access, when to use other file
constructs such as KSAM and/or IMAGE. It is beyond the
scope of this paper to state 3just what the standards
should be, although some will be suggested by the
material presented later. The 1language manuals have
some suggestions. Also refer to the blbllog:aphy at the
end of this paper.

IMAGE -~ Data base design. ’

IMAGE is an excellent, relatively easy to use tool for
storing, maintaining and retrieving data. However, it
is easy to make design and programming errors using
Image that result in very poor performance. Disc 1I/0
time is expressed in milliseconds, instruction time in
microseconds. Remember this relationship (1000 to 1)
when considering where to spend time optimizing., A
heavily used data base should be simple in design yet
responsive to the way it is used. These two
requirements are often in conflict. Adding new records
and deleting records are relatively slow with Image. If
data 1is wvolatile in this way, it may be necessary to
use a non-Image file structure or delay adding or
deleting records until the system is less heavily used.

This can be easily done for deleting - a delete flag in
the record can be implemented and all processing
programs can check for this flag and treat the record
as though it was not there. Adding records presents a
harder problem. Records can be written to a regqular MPE
file and the adding done later if it is not important
to have these records on the data base in "real® time.
If the system controls the assigning of the search item
value, then adequate records can be pre-built during
slack times so that a much more efficient update can be
done at the time the record data is available. Sorted
chains, particularly long ones present a severe problem
when adding or deleting records. It may be necessary to
perform a programmatic sort when accessing the records
to avoid sorted chains.

The single most important approach to Image <fficiency
is good data base design. Unfortunately this is not
easy and may not even be feasible until some actual
experience 1is obtained £from actual use of the
application system. Most programmers underestimate the
number of data base intrinsic calls that are made
during a production run by a factor of 8 or 10. Because
data base calls are often 'CPU intensive as well as
requiring disc access, performance may be poor. It is
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beyond the scope of this paper to explore further the
methodology of good data base design, but there are
good documents available on this subject (see the
bibliography).

Hardware.

It is often beyond the capability of the systems
analyst or programmer to effect the hardware resource
available for his application. However, he should be
aware of the characteristics of the disc drives on the
system he uses. On the Series 1III, Look Ahead Seeks
should be enabled if he has more than one drive. To
achieve the same effect on the other (HP-IB) machines,
the system has to employ the newer drives or have more
than one master drive.

The distribution of the Image data sets among the disc
drives may be important and can be controlled. Good
distribution can often result in significantly better
performance at a small cost.

ITI. GUIDELINES

There are some activities that consume a large amount of system

resource,
necessary,

particularly CPU time. These activities are certainly
but often their use can be reduced. Below are some of

the activities to analyze for performance improvement with the
most resource intensive presented first.

A,

Sign-ons.

A sign~on may take as many as 1000 disc I/O's. Where
possible, users should sign-on and stay a long time.
Accounts, groups and users should be assigned with this
in mind. Avoid automatic BYE's with UDC's when the user
will probably sign right back on to the same user and
account, There are other ways to reduce sign-ons (refer
to dedicated terminals below),

RUN's (and CREATE's).

These are also heavy users of disc I/0O and the CPU. A
file has to be accessed and a data stack built and
assigned in virtual storage.

File and Data Base Opens.
These require a directory search and buffer assignment.

Disc I/O.

A disc I/0 almost always takes at least 15 milliseconds
and the average is over double that figure. This
compares to the typical machine instruction that
completes in a matter of a few microseconds.
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In most cases where performance improvement is desired,
disc I/0's particularly 1Image I/O's, present a more
cost effective area for improvement.

Terminal I/O.

Most terminal I/O (except through the new ATP or the
INP) is expensive in CPU time because of the character
interrupts it generates in the system. Each character
input or output requires a CPU interrupt and code
execution to place it in a buffer (or extract it for
output). The overhead expense is compounded for V/3000
screens. Remember also that each new V/3000 screen must
come from disc.

Intrinsic calls.

Most intrinsic calls are generalized and 8o some
parameter che